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1.0 EXECUTIVE SUMMARY

The Space Shuttle Program Communications and Tracking Systems Inter-
face Analysis of Contract NAS 9-16893 began April 18, 1983. During this time,
the Shuttle communication and tracking systems began flight testing. Two areas
of analysis documented in this report were a result of observations made during
flight tests. These analyse: involved the Ku-band communication systenm.
First, there was a detailed analysis of the interface between the solar max
data format and the Ku-band communication system including the TDRSS ground
station. The second analysis involving the Ku-band communication system was an
analysis of the fraquency-lock loop of the Gunn oscillator used to generate the
transmit frequency. The stability of the frequency-lock loop was investigated
and changes to the design were reviewed to alleviate the potential loss of data
due the loop losing lock and entering the reacquisition mode. These analyses
are discussed in Section 2 of this report.

Other areas of investigation were the S-band antenna analysis aand RF
coverage analysis. The S-band antenna system analysis involved the monitoring
of the production and deliveries of the flight S-band antenna systems for the
Orbiter. This area of analysis is reported in Section 3.1 and discusses the
failure analyses primarily concerned with the RF switch box failures due to the
lack of hermetic seals. The RF coverage analyses are presented in Section 3.2
and provide assessments of the flight tests of the Shuttle communicatinn
systems.

Two additional areas of analysis are documented in this report. The
first area is the interface of the Centaur with the Shuttle, Axiomatix
performed several interface compatibility analyses. First, Axiomatix proposed
an biconical array antenna to meet the requirements of the Solar Polar mission.
This antenna concept is reported in Section 4.2. Axiomatix analyzed the BER
degradation due to transmitted bit timing jitter noise including continunus or
discicte components from the Centaur Digital Computer Unit. The BER degrada-
tion was found to be only 0.04 dB. This analysis is reported in Section 4.3.
Finally, since the Centaur link through the TDRSS is extremely weak, Axiomatix
proposed to use the NASA standard Reed-Solomon code concatenated with currently
used convolutional code. To make certain that this concatenating was practical
for the Centaur environment, Axiomatix investigated the BER performance degra-
dation due to multiple encryptors and differential coding. The results of

these analyses are presented in Section 4.4



The final area of analysis was tie Shuttle communication and tracking
system compatibility analysis reported in Section 5. With the advent of the
Space Station, the Shuttle will become part of a large number of space vehicles
and spacecraft that will be linked together in a communication network. As
part of the Shuttle communication and tracking system compatibility analysis,
Axiomatix made a preliminary investigation into the potential interface between
the Shuttle and the Space Station. In particular, an investigation was made
into how to accommodate a large number of users in a multiple access communica-

tion network. The results of this investigation is presented in Section 5.



1.1 Contract Tasks

There are five major contract tasks which are related to the
following Communication and Tracking (C&T) elements of the Space Shuttle
Program (SSP). These SSP C&T elements are (1) the Ku-band radar/communication
system, (2) the S-band network communication system, (3) the S-band antenna
system, and (4) the S-band payload communication system. The detailed tasks,
follow.

Task 1: Ku-Band Radar/Communication Systems Analysis

Subtask 1--Ku-band Radar System Implementation and Performance
Evaluation

The contractor shall provide the technical support to evaluate the
Ku-band rendezvous radar implementation based on his own analytical performance
predictions and test data obtained from the hardware contractor (Hughes
Aircraft Company), the Orbiter contractor (Rockwell International) and NASA.
The contractor shall provide NASA with the performance expected for a given
rendezvous profile so that NASA may determir~ the best operation plan to carry
out the mission. As design modifications are proposed to meet mission
perfiormance requirements, the contractor shall provide updated analytical
performance predictions and recommend tests that are needed to provide an
evaluation of the design modification feasibility to meet the SSP operational
requirements. The contractor shall provide a performance evaluation of the
test data obtained by on-orbit tests and recommend any design modificatioas
required to meet the SSP operational requirements and to determnine the
operation limitations tnat must be imposed with the Ku-band radar system, as
designed.

Subtask 2--Ku-band Communication System Implementation and
Performance Evaluation

The contractor shall provide the technical support to evaluate the
Ku-band communication system implementation based on his own analvtical
performance predictions and test data obtained from the hardware contractor
(Hughes Aircraft Company), Rockwell and NASA. The contractor shall provide
NASA with the acquisition and tracking performance expected of the TDRS by the
Ku-band system. As part of this task, the contractor shall provide an analysis
of the latest TDRSS pointing budget and the Ku-band system sidelobe rejection
capability. The contractor shall provide an evaluation of overall
communication system performance from the payload and Orbiter information
sources through both the Ku-band system and the TDRSS. This evaluation shall
be based on the contractor's analytical predictions and test data from Hughes,
rockwell and NASA, including on-orbit tests. The contractor shall identify
marginal system performance parameters, recommend design changes to the Ku-band
system and to the interfaces with the payload and Orbiter information sources,
and determine any operational limitations that must be imposed with the Ku-band
communication system, as designed.

Task 2: S-Band Network Communication System Analysis

The contractor shall provide the technical support to evaluate the S-
band network communication system performance through the TDRSS. This
evaluation shall be based on the contractor's analytical performance



predictions and test data obtained from the hardware contractor (TRW), the
Orbiter contractor (Rockwell International), and NASA. Particular attention
shall be given to th. spread-spectrum processor of the Orbiter network
transponder to establish the performance of its current implementation. An
important part of this evaluation is the on-orbit tests with the TDRSS. The
contractor shall identify marginal system performance parameters, recommend
design changes to the S-band system required to meet the SSP operational
requirements and to determine the operational limitations that must be imposed
with the S-band network communication system, as designed.

Task 3: S-band Antenna System Analysis

The contractor shall review and evaluate the S-band antenna
performance and make recommendations for improvements to meet the SSP
operational requirements. During this evaluation effort, the contractor shall
monitor the an-enna pattern measurement testing at JSC and identify areas of
concern for achieving system requirements. If the measured performance is
found to be marginal or inadequate, the contractor shall evaluate the design of
the present Orbiter flight antennas and recommend modifications which will
correct deficiences. New techniques will be investigated to simplify the
present antenna concepts which may be considered for future improved space
antenna systems,

Task 4: S-band Payload Communication System Analysis

Subtask 1-- S-band Payload Comrunication System Implementation
and Performance Evaluation

The contractor shall provide technical support to evaiuate the S-band
payload communication system implementation based on his based own analytical
performance predictions and test data obtained from the hardware coatractor
(TRW), the Orbiter contractor (Rockwell International) and NASA. The
contractor shall quantify nominal system operations and deviations due to
variations in system performance parameters. The contractor shall evaluate the
system operational scenarios expected and recommend design changes to the S-
band payload system to meet the SSP operational requirements and to determine
any operational limitations that must be imposed with the S-band pavload
communication limitations that must be imposed with the S~band payload
communication system, as designed.

Subtask2-- Payload Interface Compatibility Evaluation and
Problem Area Rasolution

The contractor shall provide analytical performance predictions of
possible interface compatibility problems associated with interfacing pavload
elements such as the IUS, TDRS, PAM, Centaur, and other spacecraft command and
telemetry systems with the Orbiter communications and data-handling subsystems
(or elements) including the Ku-band Signal Processor, Payload Signal Processor,
Payload Data Interleaver, Payload Interrogator and Payload Recorder. The
contractor shall identify marginal system performance parameters that would
result in the payload or Orbiter failing to meet agreed-upon interface require-
ments contained in the Orbiter/cargo standard interface specification (NaSA JSC
ICD 2-19001) and payload-unique ICD's. The contractor shall determine any
design changes to the Orbiter subsystems or payload systems that must be made
in order to meet the mission performance requirements and to determine the
operational limitations of the Orbiter subsystems and each of the payload
systems, as designed.



Task 5: Shuttle Communication and Tracking System Compatibility
Analysis and Problem-Area Resolution

The contractor shall analyze the overall Shuttle C&T systems and
identify potential performance inadequacies in order to meet updated SSP
operational requirements. These areas of updated SSP operational requirements
include, but are not limited to, improvements to navigation and encryption of
payload data and television. The contractor shall recommend design changes to
the Shuttle C&T systems to meet these updated SSP operational requirements and
provide analytical performance predictions for any changes proposed to the C&T
systems.



1.2 Performance of the Contract Tasks

During the contract period from April 18, 1983 to September 30, 1984,
the Shuttle communication and tracking systems began on-orbit flight testing.
As a result of the on-orbit tests two distinct problems developed concerning
the Ku-band communication system. First, there was a detailed analysis of the
interface between the solar max data format and the Ku-band communication
system including the TDRSS ground station. A similar problem to that predicted
for the solar max mission was also observed during tests of dumps of the tape
recorders through the Ku-band system. To analyze this problem, the complete
payload communication system through the Ku-band system including the TDRSS
ground system had to modeled as was proposed as part of Task 1. The second
problem that developed concerning the Ku-band communication system was the
discovery that the :2ployed electronic assembly (DEA) exciter would drop lock
and transmit random data. These two problems are presented in Section 2 of
this report.

Task 3, the S-band antenna system analysis, involved the monitoring
of the production and deliveries of the flight S-band antenna systems for the
Orbiter, This area of analysis is reported in Section 3.1 and discusses the
failure analyses primarily concerned with the RF switch box failures due to
lack of hermetic seals., Task 2 was primarily concerned with the RF coverage
analyses presented in Section 3.2 which provide assessments of the flight tests
of the Shuttle communication systems.

The primary area of investigation of Task 4 was the Centaur interface
compatibility evaluation presented in Section 4., Besides the participation in
the Centaur Avionics Integration Panei, the Centaur Communications and Data
System Subpanel, and the Centaur Telemetry System Interim Critical Design
Review, Axiomatix performed several interface compatibility analyses.
Axiomatix proposed an biconical array antenra to meet the requirements of the
Solar Polar mission, This antenna concept is reported in Section 4.2.
Axiomatix analyzed the BER degradation due to transmitted bit timing jitter
noise including continuous or discrete componentg from the Centaur Digital
Computer Unit. The BER degradation was found to be only 0.04 dB. This
analysis is reported in Section 4.3. Finally, since the Centaur link through
the TDRSS is extremely weak, Axiomatix proposed to use the NASA standard Reed-
Solomon code concatenated with currently used convolutional code. To make

certain that this concatenating was practical for the Centaur environment,



Axiomatix investigated the BER performance degradation due to multiple
encryptors and differential coding. The results of these analyses are
presented in Section 4.4

The final area of analysis was Task 5, the Shuttle communication and
tracking system compatibility analysis, reported in Section 5. With the advent
of the Space Station, the Shuttle will become part of a large number ~ space
vehicles and spacecraft that will be linked together in a commu. - .tiom t-
work. As part of the Shuttle communication and tracking system ccmpatibil_.y
analysis, Axiomatix made a preliminary investigation into the potential inter-
face between the Shuttle and the Space Station. In particular, an investiga-
tion was made into how to accommodate a large number of users in a multiple
access communication network. The results of this investigation is presented
in Section 5.



2.0 KU-BAND SYSTEM IMPLEMENTATION AND PERFORMANCE EVALUATION

There were two specific problems that were analyzed as part of the
Ku-band System Implementation and Performance Evaluation. First, there was a
detailed analysis of the interface between the solar max data format and the
Ku-band communication system including the TDRSS ground station. A similar
problem to that predicted for the solar max mission was also observed during
tests of dumps of the tape recorders through the Ku-band system. The second
problem that was analyzed was the tendency of the exciter in the deployed
electronic assembly (DEA) of the Ku-band system to drop lock and transmit
random data.

2.1 Analysis of Solar Max and Tape-Recorder Signals Through the Ku-band

System
The analyses of the solar max data and the tape recorder dumps using

the channel 2 of the Ku-band communication system are presented in Addendum 1.
Channels 1 and 2 of the Ku-band communication system are in-phase quadrature on
a 8,5 MHz square-wave subcarrier. That is, channel 2 is on the inphase (I)
component of the QPSK signal and channel 1 is on the quadrature phase (Q)
component of the QPSK signal. For the Solar Max Retrieval, computer dump data
was to be transmitted to the Shuttle Orbiter at 32 kbps directly modulating the
S~-band carrier. The first question to be asked was whether the ~ ad
Interrogator (PI) would be able to demodulate the signal without false _ .a1ng.
The second question to be asked was whether the demodulated signal would be
completely suppressed by the hard limiter in the channel 2 modulator of the Ku-
band communication system. These two questions are analyzed and favorably
answered in the Technical Memorandum No. M8310-1, dated October 7, 1983 and
entitled "Solar Max Retrieval Signal Structure Before and After Limiting Using
the Ku-Band Channel 2 Input", which is included in Addendum 1.

Once it was determined that the solar max signal could be demodulated
by the PI and would not be totally suppressed by the hard-Limiter in the
channel 2 modulator, it was necessary to determine the performance of the TDRSS
ground station demodulation. After testing the Ku-band link including the
demodulation by the TDRSS ground station in the Electronic Systems Test Labora-
tory (ESTL), it was found that the I and Q signals reversed at the output of
the Medium~Range Demodulation (MRD). An initial evaluation of the test data
and the signals transmitted through channel 2 provided some understanding of



the problem. In Addendum 1, the Technical Memorandum No. M8401-1, dated
January 10, 1984 and entitled "A Possible Explanation of the Solar Max
Retrieval I-Q Swapping due to Noise Filtering in the 8.5 MHz Subcarrier Demod-
ulator" presents an analysis that shows that the power ratio of channel 2 to
channel 1 out of the lowpass filters in the TDRSS ground station MRD can be as
lov as 1:1 when the input signal is lower than -113 dbm. Although approxima-
tions were necessary, it is shown that the noise power present in the 5-MHz PI
shares the total power in channel 2 with the 32-kbps signal after hardlimiting
by the channel 2 modulator but, depending on the SNR in the 5-MHz bandwidth, a
good portion of tiie noise is filtered out in the TDRSS QPSK subcarrier demodu-
lator arm filters, Thus, the QPSK .emodulator has great difficulty in deciding
whether the normally strong channel 2 or the normally weak channel 1 is in the
inphase strong channel position. This could account for the tendency to lock
in the wrong I-Q relationship and not be detected.
Following further testing of the Ku-band link including the demodu-
lation by the TDRSS ground station in the ESTL, it was found that the I-Q
reversal occurred during track changes when the tape recoder signal was trans-
mitted through the channel 2 of the Ku-band communication system similar to the
effect that occurred when the solar max signsl was transmitted throug.. channel
2, This result could not be explained by evress noise sharing power with the
signal in the channel 2 hardlimiter. Therefore, a more detailed analysis was
performed and documented in Axiomatix Report No. R8406-1, dated June 1, 1934
and entitled "Analysis of the Ku-Band Shuttle/MRD I-Q Reversal Phenomena.” 1In
this report included in Ad.endum 1, t': I-Q flipping problem of the MRD was
studied by analysis and simulation to uiscover why the flipping occurred. 1In
the case of the tape-recorder dump during start-up or wraparound, it was found
at the composite tape-recorder signal contained two tones increasing with
frequency, plus a spectrally flat noise term. Dependirr, on the prelimiter-
filter bandwidth into the channel 2 subcarrier modualtor, this composite signal
determined the conditions for I-Q flipping. A 2.5 MHz, six-pole prelimite.-
filter stopped the I-Q flipping completely. In the case of the solar max I-Q
flipping, the small SNR at the PI caused mainly noise to be transmitted on
charnel 2, At the receiver, most of the noise was filtered out, greatly
reducing the effective I-Q power ratio at the MRD subcarrier luvop. It should
be noted that observing the existence and mode'ing of the two tones, along with
the noise output from the tape recorder start-up or wraparound, allowed

Axiomatix to make very accurate performance predictions, Specifically, the
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comparisons between the NASA measu: .ents and the Axiomatix predictions based
on simulations or calculations are very good for a variety of cases.

2.2 Analysis of the Deployed Electronic Assembly Exciter Loop Lock

Problea

The other area of analysis of the Ku-band system is the analysis of
the DEA exciter loop drop lock problem. This analysis is documented in the
Axiomatix Report No. R8410-2, dated May 15, 1984 and entitled "Deployed
Electronic Assembly Exciter Loop Lock Problem.” This report is included in
Addendum 2. The DEA provides clean signals for the transmitter TWTA in each of
the five Radar frequency channels, and for the single channel in the Communi-
caticn mode of operation. In the TWTA bypass mode of the Radar operation, the
exciter cutput is used as the transmitter signal. In addition, the exciter
provides the first and second LO signals for use in the Receiver mixer down-
converters., The problem that was addressed in the report was the intermittent
loss of phase lock in the exciter with the relock requiring an additional 20 us
(which is the time for a single sweep). The occurrence of this loss of phase
lock appeared to be random with a mean time between losses of about one hour.
This report presents the investigation and :nalysis of the loss o. lock problem
and describes the meetings held between Hughes and Axiomatix. By cnanging the
gains and hysteresis in the loop, the drop out and the resulting resweep were
eliminated. The details of the changes are presented in the report.
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3.0 S-BAND ANTENNA SYSTEM ANALYSIS

3.1 Shuttle Orbiter S-Band Antenna Activities
The primary task was to monitor the production and deliveries of the

flight S-band antenna systems for the Shuttle. The major problem that arose
during the contract period was the failures attributed to the RF switch, which
were not hermetically sealed and therefore were vulnerable to multipaction
effects characterized by high power arcing during a brief period of operation
when the internal pressure within the switch reached a critical value during
the slow leakage of ambient nitrogen into the space environment. Since the
switches were not designed to maintain the internal nitrogen atmosphere, this
partial vacuum condition conducive to multipaction was inevitable, resulting in
arcing and subsequent destruction of the RF switch.

The failure analysis conducted by Rockwell International were
observed during disassembly of many of the failed umnits. The evidence
indicated that once multipaction was initiated, the rescltant plasma created an
electrical short which dissipated the incident RF power as thermal energy in
the latching reed blade area of the switch crcating charring of organic insu-
lating materials and warping the reed blades such that electrical open circuits
occurred. The extent of the damage depended on the duration of multipaction
and vere somewhat minimized by disrupting antenna use during this multipaction
period once the cause of the failures was recognized.

The obvious cause of the multipaction was the absence of hermetic
sealing of the RF switch box. Due to the extremely high cost of achieving
adequate hermetic seals, an interim solution using RTV seals was devised,
tested, and implemented to ccrrect this problem, although there were no assur-
ances of a hundred mission capability for this fix. Also, it was suggested
that a more heat resistant reed blade material be substituted for the existing
phosphor bronze which warped inco a permanent bend under high temperatures. A
high strength, high temperature metal such as stainless steel (gold plated for
electrical conductivity), rather than ductile copper alloys, for example, could
withstand the arcing if it occurred and yet maintain its straight shape, there-
by retaining the operational capabilities of the RF switch during the remainder
of the flight and subseqrent flights, but it is believed no such corrective
action was considered by the vendor.

Besides this RTV seal interim solution, there were other quality
control fabrication problems that had to be coirected., Poor epoxy staking of
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fastening screws and wiring were prominant items. 1t was observed that minute
metallic particles resulting from machining were still present in the latching
reed blade area and recommendations to fine hone the holes for insulating
teflon standoffs were made. Broken connector leads resulting from loosened
epoxy-staked attachment screws was another problem. The suggestion to double-
nut the fastening screws was not deemed necessary; instead, more epoxy is to lte
used.,

The quad S-band antenna patterns continue to have submarginal perfor-
mance, but given the existing design, little improvement can be expected. The
five horn cross configuration intended to be a possible quad upgrade has been
fabricated and will be tested in the near future. Delays were encountered due
to the lack of available RF switches. Other schemes to incorporate simulta-
neous wmultibeam capabilities and new low level beam switching techniques are
being investigated to circumvent this dependence on electromechanical RF

switches.

3.2 RF Coverage Analyses

Addendum 3 includes several technical memoranda that provide the

assessment of the flight tests of the communication systems. The Technical
Memorandum entitled "STS-9 Ascent RF Coverage Communication Support
Formulation" provides the recommended STS-9 ascent-phase STDN support plan and
the corresponding predicted Orbiter S-band PM automatic antenna switching up to
and including TDRS ascent support, as derived from analysis of the STS-9 (Cvcle
1 reference trajectory.

STS-8 was the first Shuttle mission operation of communications via a
TDRS satellite for both S-band and K-band communications. DTO 702 was an STS-8
comnunications flight test to exercise different operational configurations of
the Orbiter's S-band communication system towards establishing flight readiness
of the TDRS-mode operation. DIO 702 required exercising S-~band communications
through TDRS using High Data Rate, Low Data Rate, with and without spreading,
with and without emcryption, High Frequency and Low Frequency operation,
acquisition without Dnppler compensation, plus a test part to verify that
antenna and beam switching occurs at the projected boundaries. The Technical
Meaorandum entitled "Shuttle STS-8 Missinn DTO 702 Report" provides the
assessment.,

DTO 710 was an STS-8 communication flight test to exercise different

operational configurations of the Orbiter's Ku-band communication system
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towards establishing flight readiness of the Ku-band operations. The intent of
DTO 710 was that Ku-band communications be exercized and verified In each of
various combinations of Forward and Return modes, with and without spreading,
and with and withuut encryption. Additionally, that K- -band acquisition be
demonstrated in both the automatic and the manual modes, that Ku-band failover
to S-band be demonstrated and finally, a demonstration of maintaining tracking
and coamunications during an OMS burn. The Technical Memorandum entitled
"Shuttle STS-8 Mission DTO 710 Report" presents the assessment.

All parts of DTO 711 were previously verified in STS-8 DTO 710 except
for exercising and verifying the Ku-band Return 1ink PM mode channel 3 High
Data Rate at 48 M .s, The 48 Mbps High Data Rate was exercised numerous times
in STS-9, per mission reports. An assessment of the performance of the 48 Mbps
High Data Rate is presented in a one page report entitled "Report on STS-9 DTO
71",

DTO's (i.e., flight tests) have been a key element of the Shuttle
program since it began, The Shuttle Program Office nor anyone else has ever
formulated the "life cycle"™ of a DTO, so the tremendous effort involved in the
genesis, formulations and reformulations, reviews, scrubs, and re-reviews, and
all the myltiple coordinations and approvals required, have never beean set
down. A thorough and comprehensive description of the phases and stages of a
DTO is included in Addendum 3. Also included in Addendum 3 is a note on how to

analyze the STS-11 Delayed Acquisition Problem.
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4.0 CENTAUR INTERFACE COMPATIBILITY EVALUATIOX

4.1 Summary of Axiomatix Centaur Activities

Meeting Participation

Axiomatix participated in the Centaur Avionics Integration Panel
meetings and the Communications and Data System Subpanel meetings. This
participation included resolution of technical problems in the areas of Zentaur
antenna design and performarce, DCU data bit jitter, and astenna switching
transients and hardline interface specification definition. These meetings
were attended on the following dates:

October 20, 1983 General Dynamics
February 9-10, 1984 NASA Lewis

March 7-8, 1984 General Dynamics
June 5-6, 1984 General Dynamics
June 22, 1984 General Dynamics

Design Review Participation
3.0

Axiomatix actively participated in the Centaur Telemetry System
Interim Critical Design Review on November 2, 1983, This participation
entailed detailed review of all Design Review documentation and attendance At

the Formal Design Review meeting. Several RIDs were generated by Axiomatix.

Analysis of Centaur Telemetry Subsystem

Axiomatix analyzed the degradation due to the data bit jitter and
found that the Bit Error Rate (BER) degradation was 0.04 dB. This estimate was
based on the data bit jitter plotted in the report by H. J. Choi, et al, listed
below. The result was obtained assuming a 50% transition density and
neglecting bit duration jitter, It has been determined that the data bit
duration jitter introduces a negligible addition BLR degradation.

Axiomatix initiated the bit slip rate degradation analysis and
serformed a comprehensive review of the literature on the subject.

14



Review of Reports and Papers

Axiomatix reviewed and studied the following reports and papers that
pertain to the Centaur/Shuttle bit jitter issue:

(1) C. M. Chie and C-S Tsang, "The Effects of Transmitter/Receiver Clock
Time-Base Instability on Coherent Communication System Performance",
IEEE Trans., on Comm., Vol. COM-30, No. 3, March 1982 (BER
Degradation)

(2) F. M. Gardner and J. F. Heck, “Angle Modulation Limits of a Noise-
Free Phase Lock Loop", IEEE Trans. on Comm., Vol. COM-26, No. 8,
August 1978, (Bit Slip Rate)

(3) C. M. Chie, "Proposed Specification for Data Bit Jitter To Meet BER
Req:uirement, January 1982, LinCom Corp., P. 0. Box 2793D, Pasadena,
Calif. 91105.

(4) J. R, Holmes, "Optimum Bandwidth and Damping for the MA Bit

Synchronizer Based on Linearized Tracking Error", TRW

(5) H. J. Choi, C. M. Chie, W. C, Lindsey, and T. McKenzie, "Centaur Data
Bit Jitter Test Results", LinCom Report No. TR-0384-8214-200, March
20, 1984.

4.2 Antenna Pattern Anmalysis

The present General Dynamics Centaur antenna design is essentially

omnidirectional and therefore is not suitable for the Solar Polar mission which
requires a moderate gain toroidal pattern along the Centaur vehicle axis,
Axiomatix investigated a solution to this incompatibility and proposed a
modified biconical array as a candidate configuration for achieving this
toroidal pattern since it is readily adapted to the existing Centaur deployable
antenna concept. The proposed biconical array is presented in Addendum 4.

4.3 BER Degradation Due to Centaur Transmitted Bit Timing Jitter
Axiomatix analyzed the BER degradation due to transmitted bit timing

jitter noise including continuous or discrete components. The source of the
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bit timing jitter originates in the Digital Computer Unit (DCU), which
modulates the Centaur subcarrier and in turn, phase modulates the cariier,
After S-band transmission to the Shuttle Orbiter, the PI demodulates the
carrier, and the data bits are reconstructed in the PSP bit synchronizer.
Frame synchronization is also done in the PSP, The detailed performance
analysis is presented in the Axiomatix Report No. R8409-1, dated September 28,
1984 and entitled "BER Degradation Due to Bit Timing Jitter Noise" which is
included in Addendum 5. It was determined in this report that the BER
degradation due to DCU bit timing jitter, is approximately 0.04 dB. 1t is
concluded that this is a negligible amount of degradation. Neither thermal
noise, nor the discrete nature of the loop has been included in this analysis.
It is felt that a full bore simulation would be needed to estimate the effects
of the dicrete loop. However, it is doubtful whether the discrete nature of
the loop would add more than 0.1 dB. It is concluded that, due to the very
involved nature of the loop, it would not be reasonable to construct such a
simulation,

4.4 Performance Analyses of Using Concatenated Coding For Centaur

Signaling Through TDRSS

The Centaur link through the TDRSS is extremely weak even using a
R=1/2, K=7 convolutional encoding with Viterbi decoding at the TDRSS ground
station. In order to improve the BER performance, Axiomatix began an
investigation of concatenating a Reed-Solomon code with the convolutional code.
By using a RS (255,223) code concatenated with the convoulutional code, the
required Et/NO can be decreased by 2 dB at Probability of Bit Error (Pb) of
10-5 and by 2.9 dB at Pb=10.7. The disadvantages of concitenating the convolu-
tional code with a RS code are: added complexity, increased decoding delay, and
more difficult synchronization. In Addendum 6, a viewgraph presentation is
included with describes the concatenated coding scheme and presents the BER
performance gain that can be obtained.

For the Centaur communication system, there are other concerns that
need to be addressed in order to predict the BER performance of a concatenated
coding scheme., First, the BER performance of a single-channel concatenated-
coding system with multiple encryptors needed to be analyzed, This BER perfor-
mance was analyzed in Technical Memorandum No. M8404-1, dated April 6, 1984 and

entitled "Bit-Error Rate of the Concatenated-Coding System With Multiple
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Encryptors" which is included in Addeadum 6. It was found that at q,=10'3,

that for three encryptors in series, decryptor #1 causes a degradation of 0.l4
dB, decryptor #2 causes an additional degradation of 0.023 dB and decryptor #3
causes an additional degradation of 0.01 dB. It is also worth noting that due
to the steepness of the BER performance curves, a small amount of degradation
in SNR still implies a large difference in BER.

A second concern is the need for differential coding to resolve the -
inherent ambiguity of carrier phase lock. This concern is addressed in the
Technical Memorandum No. M8404-2, dated April 10, 1984 and entitled "Bit-Error
Rate of the Concatenated-Coding System With Differential Encoding” which is
included in Addendum 6. It was found that the best place to put the
differential ercoder was before the convolutional encoder but after RS encoder
and the RS symbol interleaver. It is shown that the use of differential
encoding when placed in its best position will cause a BER degradation of
0.02 dB over a range of BER (10°3 to 10-7).

17



5.0 SHUTTLE COMMUNICATION AND TRACKING SYSTEM COMPATIBILITY ANALYSIS

With the advent of the Space Station, the Shuttle will become part of
a large number of space vehicles and spacecraft that will be linked together in
a communicationr network. As part of the Shuttle communication and tracking
system compatibility anmalysis, Axiomatix made a preliminary investigation into
the potential interface between the Shuttle and the Space Station. The results
of this investigation is presented in Addendum 7. In order to accommodate a
large number of users, multiple access (MA) communication was studied. Two
methods of chanuelization were examined: frequency-division MA (FDMA) and time-
division MA (TDMA). A third, code-division MA (CDMA), was not considered
practical. Principal trade-offs between FDMA and TDMA are complexity versus
timing requirements. FDMA has the following advantages relative to TDMA:

(1) lower burst rate and lower user EIRP

(2) greater MA network capacity
TIMA has the following advantages relative to FDMA:

(1) 1less complex receiver hardware

(2) 1less complex antenna: single-‘*<am versus multiple simultaneous

beams

(3) does not require user power control for simultaneous near/far

operations

The performance of phase-shift and frequency-shift-keying (FSK) modu-
lation was examined, Quadrature-phase-shift-keying (QPSK) modulation is prac-
tical for the longer symbol times used in FDMA. Methods of coherent and
noncoherent demodulation were discussed, inciuding a new technique for
acquiring rapid phase reference, Multiple-frequency-shift-keying (MFSK) was
examined; it was shown that 4-ary MFSK is superior to higher order modulations
for conserving the data bandwidth,

It was found that the FDMA system with QPSK and coherent demodulation
has the performance edge cver TDMA: however, the complexity of the FDMA system,
particularly the antenna requirements may be the deciding factor. At this
point, a clear-cut choice cf multiple-access techniques (i.e., TDMA or FDMA)
cannot be made. Further analyses and hardware *rade-cffs must be made.
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ADDENDUM 1

PERFORMANCE OF SOLAR MAX DATA AND TAPE RECORDER
DUMPS USING THE Ku-BAND CHANNEL 2 THROUGH TDRSS



Axiomatix

9841 Airport Boulevard e Suite 912 e Los Angeles, California 90045 e Phone (213) 641-8600
TECHNICAL MEMORANDUM NO. M8310-1

TO: P. Nilsen DATE: October 7, 1983
FROM: J. K. Holmes

SUBJECT: Solar Max Retrievai Signal Structure Before and After Limiting
Using the Ku-Band Channel 2 Input

1.0 SUMMARY

In this memorandum, it is shown that the limiter inherent in the
channel 2 input of the Ku-tand QPSK subcarrier modulator does not suppress the
32-kbps baseline solar max retrieval signal at the 8.5-MHz QPSK subcarrier chan-
nel 2 output located in the TORSS ground terminal. In fact, with the current
phase-modulation indices specified for solar max, the subcarrier (16 kbps) cignal
is suppressed by at least 80 dB, while the baseband signal is at full power!
However, since the subcarrier data is stripped off at the Shuttle payload signal
processor (PSP), subgarrier suppression is not a problem. By changing the nhase-
modulation indices to 61 = 0.8 radians and 92 = 0.6 radians, it would be possible
to give each signal equal power at a level of about -5 dB (0 dB is the total
Vimiter power) if that were required.
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2.0 MODEL

In Figure 1, the model for the solar max retrieval data dump is shown.
The solar max 32-kbps biphase-M data is modulated onto the carrier along with
the modulated 1.024-MHz subcarrier. The subcarrier has 16-kbps of biphase-M
BPSK modulation on it. In the Shuttle Payload Interrogator (PI), the carrier
phase-locked-100p demodulates the signal, producing the baseband 32-bkps solar
max signal and the 16-kbps modulated subcarrier plus spectral components at a
frequency of L with n=2,3,4,...

The lowpass filter (LPF) 1imits the spectral extent into the Shuttle
Ku-band channel 2 input*. This input acts as a limiter. After the 192-kbps
NSP data (channel 1) is placed on the QPSK subcarrier, it is bandpass filtered
to the funcamental and added to wideband channel 3 (mode 2) data and frequency
modulated onto the Ku-band carrier to the TDRSS. After being relayed from the
TDRSS to the TDRSS ground terminal, the signal is FM demodulated in order to
send the baseband plus modulated subcarrier signal to the medium-rate bit syn-
chronizer (MRBS) for data tracking and detection.

A*However. we neglect this filtering in the following analysis.
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3.0 MODULATED SIGNAL COMPONENTS

First we consider the spectral composition of the modulated solar max
retrieval signal. The waveform of the signal is given by

y(t) = /2P sin (“ct + e]dl(t) sin weet * 8,4, (t)) (1)
where:
P = signal power
w, = anc, angular carrier frequency
8, = 16-kbps phase-modulation angle (0.85% rad)
8, = 32-kbps phase-modulation angle (1.0:5% rad)
dl(t) = 16-kbps biphase-M data

dz(t) = 32-bkps biphase-M data

Expanding, we obtain:

y(t) = /2P cos(e1 sin msct.)[cos 8, sinw t + dz(t) sin 8, €OS “’ct:]

-
+ /2'P'd1(t) sin(e1 sin “’sct) E:os 8, €Os w.t - dz(t) sin 6, sin wc{l (2)

We have

cos(e sinx) = Jy(e) + 2 2J (e) cos nx ; sin(e sinx) = B 20 (6) sinr. (3)
n=2 n n=1 n

where 2 denotes a summation over even integers and D denotes a sunmation
over odd integers. Using (3) in (2), we have the result:

y(t) = /EP'{JO (el) n‘éz 2, (e,.)cos "“’sct} Eose2 sin w t + dz(t) sin 9, cos wct]

+ /2P dl(t) {ngl 2Jn(al) sin(nmsct>}E:os 8, cos “’ct‘ dz(t) sine2 sinwct] (4)
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Now, expanding (4) for the first few terms yields

carrier baseband data
y(t) = /2P Jo(el) cose, sin u t + /2P dy(t) sing, Jo(el)cos wet

subcarrier data

,____—.‘_/\_’- T
+ /B ¢ (1) COSSZ{)I(QI)SMH“’SC'“)E} + J_l(_el)sin[(mscmc)t]}
cross-modulation term

- /2P d,(t)d,(t) sineZ{J1 (GI)COS[(mSC-m) t] + J_l(el)cos[(wscmc)a%

+ terms at o tnu . n>2 (5)

Hence, the power distribution is given by:

(a) Carrier power

P .

T? = Joz(el) cosz(ez) (6)
(b) Baseband data

P

—:3 . Joz(el) sin 6, (7)

(c) Subcarrier data

Pq
1 _ 2 2

(d) Cross modulation

Pd,d

192 2 2

-5 2 sin” 6, J; (el) (9)
Note that the cross-modulation term is in phase quadrature to the

subcarrier data term. The power-level change caused by adding the baseband

data to the existing subc; ‘er-modulation process is depicted in Table 1.
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Table 1. Nominal Values of Power Levels With and Without
The Baseband Modulation Application
(e1 = 0.8 and 0, = 1.0)

Power | Without Baseband} With Baseband Change
Ratios Signal (dB) Signal (dB) (dB?

Pe

'R -1.45 -6.80 -5.35

P

_gl -5.65 -11.0 -5.35

Pg -

s - -2.96 -
Pdyd

12 - -7.15 -
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4.0 DEMODULATED SPECTRAL COMPONENTS

In tais section, we evaluate the PI carrier demodulated signal, the
system model of which is shown in Figure 2.

We determine the power distribution ir the wideband output, dencted
by em(t). To obtain the signal output, we assume that the carrier reference
has an error of ¢ radians, so that the demodulated signal is of the form
y(t)/Z cos(mct-¢), or

eHB(t) = [ﬂ’{Jo(el) + néz ZJn(el) cos nm,_.mt}{cose2 sing + sine2 dz(t) coso}
+ /P dl(t){ il ZJn(el)sin msct}{cosez cos¢ - sine, dz(t) sin¢ﬂ
n=

+ O(Zuc) (10)

Expanding once again, we have

ep(t) = /F cose, simp{dn(el) + n§2 ZJn(el) cos nws;:t}

+ F d,(t) sine, cos¢{ao(el) + ngz ZJn(el)cos nwsct}

) ZJn(al)sin ""'sct}

+ /P d.(t) cose, cosé
1 2 n=1

- .'P'dl(t) dz(t) sine2 siw{él Zdn(el)sin ""’sct} (11)

Hence, the terms at taseband and we. are given by
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DC 32-kbps data
P S
eHB(t) = /P Jo(el) cose, sing + /P dz(t) sine2 cosé Jo(e1

16-kbps data on 1.024-MHz subcarrier
w
+2/p Jl(el)dl(t) cosd, cos¢ sin w  t

cross modulation on subcarrier

m\
- 2/ 4(t) dy(t) Jl(el) sine, sing sin w_ t
+ terms at Zwsc’ 3“sc’ etc. (12)

Notice from (12) that cross modulation in the desired band (baseband
to above wsc) does not exist if the reference carrier is in perfect quadrature,
i.e., ideal carrier tracking with ¢ = 0. Since the solar max will be on the
end of the boom in the Shuttle, the SNR should be very high and the phase error
¢, very small; thus, cross modulation should be negligible (since it depends on
sin¢, with ¢ the phase error.
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5.0 DEMODULATED AND LIMITED SPECTRAL COMPONENTS

Now we consider the limited version of eNB(t) since that will be
representative of what is demodulated out of channel 2 at the TDRSS Earth ter-
minal QPSK subcarrier-tracking loop.

Using (1) with the reference signal we obtain, as an input to the
Towpass filter (in closed form),

ep(t) 2 cos(mct - ¢) V2P sin(mct + 0y d(t) sin wg t + 0, dz(t))(13)

or
ep(t) = P sin(e ¢)(t) sinu b + 0, dy(t) + o) + 0(20) (14)

After filtering the signal, the terms at ch are effectively remcved so that
we have, to a good approximation,

Bp(t) = sin[s) 4)() sinu b+ o, dy(t) + o (15)

After going through the limiter, we obtain

eL(t) = sgn(éwB(t)) = ,Jﬁ[ Eﬁ"[§1 dl(t) sin w .t + 0, dz(t) + é} (16)

where Sin [x] is given by sgn(sin(x)) and L is the voltage output of the
Timiter.

Denote al(t) as the binary-valued input of channel 1 to the QPSa
(8.5-MHz) modulator and let az(t) = eL(t) the channel 2 input to the QPSK mod-
ulator. We have

ay(t) = dlt) (17)

and
{1.024 MHz)

¢
ay(t) = EE"[EI dy(t) sin wge,t + 6, dy(t) + é] (18)
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Now the 8.5-MHz subcarrier is modulated in the form

(8.5 Miz)
s(t) = Ein E’sczt + ¢(t):| (19)
where
o(t) = o ay(t) a,(t) - F (ay(t) - 1) (20)

The value of ¢ determines the power relationship between channels 1 and 2. A
value of 26.6° provides a 4:1 power ratio (Ch2:Chl) after lowpass filtering the
8.50-Miz subcarrier to the fundamental. Now,

s(t) = n% 52 sinE\(msczt)+ o(tﬂ (21)
or

S(t) = B coslnedsinfruscyt) + B ok sin(nelcos(scyt) (22)

Now,
cosine) = cos{E a,d; - 3(a; - lﬂn} (23)
cos(ne) = cos (nayayo) C°5[" %(31‘1):] - sin(neagay)sinfo Fa-1)  (24)
sin(ne) = Si"E‘alaZB:' cos(n (al- )'12[) * cos(nalaze) Sin(n(al-l)%) (28)

Also,

cos(ne) = cos(ne) -al(t) (26)
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and

sin(ne) = az(t)-sine (27)

Hence,

s(t) = al(t) II?]. h% cos(ne)sin(nwsczt) + az(t) n=El % SN0 +CoS Nuge,t (28)

Now s(t) is bandpass filtered (see Figure 1) so that its fundamental is passed;
therefore, we obtain out of the BPF

s(t)IBPF = al(t) % €oso sin wgc,t + az(t) % sine cos wsc,t (29)

This signal is added to channel 3 and frequency modulated onto the carrier which
is sent to the TDRS, then bent piped to the TDRS ground temminal. After FM demod -
ulation, the signal is demodulated by the 8.5-MHz QPSK subcarrier demodulator.
This produces a channel 2 output at the ground terminal which is given by

s,(t) = \/P;E]inE)l 4y(t) $in ugeyt + 0, dy(t) + o] (30)

where P2 is the power in the demodulated channel 2. Note that

l;'l-in[x] = il % sin[nx] (x in radians) (31)
n'

which is a Fourier series expansion of Ein[x]. Using (31) in (30) produces
s,(t) = \/P_ i 4 sin(ne d,(t)sinw t)cos(ne d,(t) + n¢)
2 2 L 171 sC 2°2

+\P2 ni;l 7‘-4; cos(neldl(t)sinwsct)sin(nezdz(t) + n¢) (32)
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where E again denotes summation over odd integer values. Using the relationships
in (3) produces

eL(t) = \/P; n% -%(cos né, cos n¢ - dz(t) sin ne, sin n¢)d1(t)

’{él ZJm(nel)sin(msct)} + \IP; nél %

X (d?_(l:)sinne2 cos n¢ + cos NB, sin n@) {Jo(nel) + m§2 zdm(nel)cos(nmsct)% (33)

Now we determine the terms out of the limiter at baseband out to a frequency

extent of slightly more than w .. We have

16-kbps data on 1.024-MHz subcarrier
E (t) . & d(t)ilcosne cosnoJ(ne)sinwt
L lLP m \P; P " 2 AN | sc
cross modulation on subcarrier
-8 d,(t)d,(t) i 1 cin ne, sin n J (ne ) sin w_ .t
7 VP2 4(t)d; oy 2 1\ “sc
32-kbps data at baseband

P
+ %\[P'z' dz(t){“gl % sin né, cos n¢ Jo(nel)}

DC term
- - W
L8 T oo "

Hence, we see that the 16-kbps data modulated on the 1.024-MHz subcarrier is
present, as is the 32-kbps baseband data and they are separablie by filtering.
A cross-modulation term is also present on the subcar:-ier, but its amplitude
goes to zero as the PI carrier-loop phase error, ¢, goes to zero.
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6.0 POWER LEVELS OUT OF THE LIMITER

The first three terms of (33) were programmed on a digital computer
with parameters e1 = 0.8 radian, o, = 1.0 radian and P2 = 1, with the result
that all the power out of the limiter was in the 32-kbps data stream. However,
by computer evaluation using 5000 terms, it was observed that, when el = 0.8
radian and 62 = 0.6 radian, the subcarrier and baseband relative-power levels
were given by

Psc = '4.5 dB ; PBB = ‘5.6 dB
(&, = 0.8 , 8, = 0.6)

Thus, varying the modulation indices causes the relative-power levels
to vary drastically. As seen at the output of channel 2 of the 8.5-Miz subcar-
rier demodulator, the baseband and subcarrier signal levels are plotted in Fig-
ure 3 as a function of 8, for 8, = 1.0 radian. When the specification values
of 91 = 0.8 and 92 = 1.0 are used, it is seen that all the power resides in the
baseband signal; i.e., complete suppression of the subcarrier signal occurs.
Figur2a 4 illustrates the same signal powers for the condition that 8 = 0.8
when 8, is variable.

In order to check the sensitivity of the results to the modulation
indices, the indices were allowed to vary 5% and +10% from the nominal values
of 8 = 0.8 and 92 = 1.0. In addition, phase errors of ¢ = 0 and 0.1 radian
were used in the program. When tolerances of 15% were used with @ = 0.1, all
the power appeared in the baseband (32-kbps) signal out of the QPSK demodulator.
When 10% tolerances were considered, it was also found that, when ¢ = 0.1, 91 =
0.8 + 10% = 0.88 and 8, = 1 - 10% = 0.9, the subcarrier is again fully suppressed.
If +15% variations could occur so that 91 > T then some 1.024-MHz subcarrier
signal would appear along with the baseband signal at the output of the subcar-
rier demodulator.

When the baseband signal is turned off (assuming 8, = 0), the normal-
ized power output in channel 2 of the QPSK demodulator is 0.81 (total power =1 ,
or -0.9 dB, which is the power in the fundamental of the 1.024-MHz subcarrier.
Clearly, when 8, = 0, no power will appear at the 32-kbps data rate.
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7.0 CONCLUSION

We conclude (perhaps, by good fortune) that the-existing specification
values of 8, = 0.8 and 8, = 1.0 radian fully suppress the subcarrier signal and
leave the desired baseband 32-kbps at full power -t the output of the QPSY sub-
carrier TDRSS earth terminal. Since the 5-MHz 1o 'pass filter was not included
in the analysis, the measured values of the power levels of the subcarrier and
baseband signals might vary slightly from the predicted values given here.

REFERENCES

1. J. K. Holmes, "Ku-Bana 3ent-Pipe Mode 2 BER Performance Degradation,
Axiomatix Interim Report No. R8102-4, February 18, 1981.

2. R. Cager, D. LaFlame and L. Parode, "Orbiter Ku-Band Integrated Radar and
Communication Subsystems," IEEE Transactions on Communications, Volume
COM-26, No. 11, November _978.

3. S. Kindorf, private communication with TRW TDRSS engineer.



e A xiomatix

9841 Airport Bou' ..ard @ Suite 912 e Los Angeles, California 90045 e Phone (213) 641-8600
TECHNICAL MEMORANDUM NO. M8401-1
TO: Peter Nilsen Date: January 10, 1984

FROM: Jack Holmes cc: T. Costello, JSC
J. Ratliff, JSC
SUBJECT: A Possible Explanation of Solar Max Retrievel
I-Q Swapping due to Noise Filtering in the
8.5-MHz Subcarrier Demodulator

1.0 SUMMARY

In this memo, it is shown that the power ratio of channel 2 to
channel 1, out of the lowpass arm filters in the TDRSS ground station subcar-
rier demodulator, can be as low as 1:1 when the input lower is -113 dBm.

Althouah approximations were necessary, it seems reasonable to assume
that the noise power present n the 5-MHz Shuttle Payload Interrogator shares
the total power in channel 2 with the 32-kbps signal but, depending on the SNR
in the 5-MHz bandwidth, a good portion of the noise is filtered out in the TDRS
QPSK subcarrier demodulator arm filters. Thus, the OPSK demodulator has great
difficulty in deciding whether the strong or weak channel is phased in the
strong channel position. This could account for the tendency to lock in the
wrong I-Q relationship and not be detected.

2.9 APPROACH

The purpose of the calculations given in this memo is to show that,
at low SNR's into the PI, the noise power contained in the 5-MHz lowpass PI
filter is partly filtered out in the arm filters of the QPSK tracker (subcarrier
demodulator) and therefore, the power ratio is condensed close to 1:1 out of
the QPSK demodulator. To show this, we will model the system in the next section.
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3.0 MODEL

A model of the complete Solar Max signal path is indicated in Figure 1.
The signa! transmitted from the Solar Max transmitter is of the form

y(t) = /2 sinfuct + o) dj(t) sin ug t + 8, dy(t)) (1)
where
P = signal power
w, = Zufc, angular carrier frequency
6, = 16-kbps phase-modulation angle (0.8+5% rad)

32-kbps phase-modulation angle (1.0+5% rad)
dl(t) 16-kbps biphase-M data
dz(t) = 32-kbps biphase-M data

As discussed in [1], the carrier-loop demodulated signal into the 5-MHz
lowpass filter is given by

epl(t) = P cos(eé)sin¢{do<el) + % 2J,(8;)cos "”sct}

n=2

+ /P dz(t) sin e2 cos¢{J0(ei)+ R:4 Zdn(el)cos "“sct}

+ /P al(t) cos 8, cos¢{#§i ZJn(el)sin "”sct}

- Jﬁ'dl(t) dz(t) sin 8, sin¢{é§i ZJn(ei)sin "“sct} + n(t) (2)

where % and 0 denote the summation over odd and even indices, respectively.
The term n(t) is a sample function of white Gaussian noise. Expanding some of
the key terms, we have
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DC 32-kbps data
ew(t) = /F Jo(el)cos 8, sing + ¥4 dz(t) sin 8, cos¢ Jo(el)

16-kbps data on 1.024-VHz subcarrier

_— e e —
+ 2/ ‘]1 (el)dl(t) cos 0, cos¢ sin ‘”sct

cross modulation on subcarrier
M
= 2P d,(t) dy(t) I, (el)sin e, sing sin w t
second harmonic of subcarrier
N - ] — ,
+ 2/ Jz (el)sin 8, dz(t) cos(Z ‘”sct) cos¢ + n(t)

+ terms at 3w, Qu ., etc. (3)

When the phase error, ¢, is assumed to be small, we have that the domi-
nant term out of the carrier demodulator is

32-kbps data
M

P dy(t) sin o, Jo(e;) + n(t) + 2P Jl(ol)dl(t) cos 6, sin w .t (4)

-

em(t) =

When the modulation indices are 0; = 0.8 and 3 = 1.0, the relative
power levels out of the 5-MHz lowpass filter, following the carrier demodulator,
" is given by

modulated
dz(t) subcarrier dz(t)@&nsc noise
e i~ i~ —~—
PHB = 0.507P + 0.0794 P + 0.00814P + °°* + Pn (5)

with Pn being the power out of the 5-MHz lowpass filter. In order to size the
thermal noise power, we note that, with the 3.5-dB noise figure of the PI receiver,
the P/N0 ratio is given by

“PB = P dBm + 170.5 dBm/Hz (6)
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So that, for a -98 dBm signal level in a noise bandwidth of 5 x 106 x w/2 Hz
(from the 5-MHz LPF), we have

N%B = 170.5 - 10 log(5 x § x 10°) - 98 (7)

or

P
= 3.5d 8
B (8)

Hence, the three significant components plus noise from (5) are yiven by
PHB = 0.507P + 0.0794P + 0.00814P + 0.44P (9)

Note that the thiru, and remaining, signal-type components are negligible since
the second signal temm is 8 d6 down from the 32-kbps baseband data term. Since
the analysis with both a baseband Manchester signal and a Manchester-modulated
subcarrier signal into a limiter is not available in the literature, we will
modify the model slightly so that known results can be used. Hence, we 'ill
model the input to the limiter terminal* of the QPSK subcarrier as a basebhand
signal (32 kbps) plus thermal noise. Our model is illustrated in Figure 2.

In Appendix A, it is shown that the sijnal plus noise out of the
(conceptual Timiter is given by

y(t) = d(t) erf(‘%)+u(t) (10)
where
.2 X 42
erf(x) = 5‘0/ e dt (11)

*The Vimiter is inherent in the QPSK modulator.
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with d(t) representing the 32-kbps baseband data stream and N(t) is the resulting
noise. The limiter is modeled as outputting a value of :1 for convenience. In
Appendix B, the autocorrelation function of y is given by

alt)
2m+]
R (t) = Ry(x) erfzgg]e, 4 Ry(<) 2 ( )("_El E :l (2m2)! (12)
- (Zm) (2m+
4 13
' égh ‘F§ ////2m+1)l (13)

z(n)(x) = d‘i—';{—;g e—xZIZ} (14)

where

The first term is the SxS termm, second is the SxN terms, and tke last term is
the NxN terms. Notice that, at high SNR,

Ry('r) = Rd(‘t) (15)

where Rd(r) is the autocorrelation function of the 32-kbps data stream. At low
3HR, it is shown in Appendix B that the autocorrelation function converges to

nl
Ry(r) = %arc sin‘zgg—):l (16)

where Rn(‘t) is the input autocorrelation function of the noise and 02 = Rn(o),
the variance of the input noise process.
Expanding (12) produces
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2 (x 2
1 O S o Sl
+-6Rd'.'r)[:z (J%j _—;z—j +T83Rdh)[z (J%:X [0_7_]
2[R (z 2 & (T3
fow] ] 5w B

(4]

q2 5
+ [z(“(ﬁ) l'f'f_;_j + o(r!(1)) (17)

So that the first term is signal x signal and the rest are either signal x noise
or ncise x noise terms. As can be seen the terms tend to diminish in size as-
suming that z(i)(fSW) does not increase too fast with i. For each SNR evalua-
tion we will determine the significant terms. Once the spectral density of the
_ noise is known, the power loss at the receiver 1.8 MHz demod arm filters can be
computed.

4.0 DEMODULATED POWER RATIO AT P = -98 dBm
From (8) and (9) we see that the signal to noise ratio S/N is given by

R = 3.5-1010g(0.507) = 0.56dB = 1.14 (18)
hence by evaluating the z parameters we have

2{0)(1.07)

= 0.225 23)(1.07) = o0.446
A1.07) = -0.281 24 (1.07) = -0.57 (19)
221,07 = o0.0%2 28)1.07) = -1.18

From (17) we can write

Ry('r) = Ry(t) erf@)+ Ry (1) (20)
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with Ry(1) defined to be equal to all the terms in Ry(r) except

Rd(r) = erf(‘/-z-%)

Combining only the non-negligible terms from (17) we have

_ o2 O (x
Ry(r) 3 0.1Ry (<) _TJ + 0.033 Ry(7) S| v 02ty (21)

(o]

We see that the spectral density (with the help of Appendix B) is given by
(neglecting Ry(t) since d(t) is much narrower banded than n(t))

. 2 3
gy ® OB (1 1y 008 (45 £ 10 0y

28 88
0<|f] <28 (22)
or
efy(f) = 2.0083 (88 - 2| +12—-Jf—3%) 28 < || <48
N g2 \3 2% 248
with
Ug(f) = 1 |f] <B
= 0 |f|>8 (23)

The spectral density is sketched in Figure 3.

From (10), when S/N = 1.14 (eq. (18)), we have, out of our apparent
limiter, the signal structure

yL(t) = 0.711 dz(t) + N(t) (24)

with the spectral density of N(t) being given by (21) and (22) and is plotted
in Figure 3. Now, as shown in [1], we have that at the subcarrier demodulator
the signal is filtered to 1.8 MHz which reduces the power in the strong channel
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from the original ratio of 4:1 to something less. Since channel 1 is a 192 kbps
data stream without additive thermal noise, the weak channel is not affected by
the 1.8 Mz filter. The power ratio after filtering is approximately

0.51 + (0.145)(3:5)2
0.5

n

PR

2.46 (25)

Hence in the subcarrier loop the power ratio is approximately 2.46:1.

4.0 DEMODULATED POWER RATIO AT P = -103 dBm
Now the S/N is given by

SN -4.44 d8 (26)

The signal suppression factor

erf(‘%) (27)

is then given by

erf(0.42) = 0.45 (28)

[~]
"

so that the voltage out of the (apparent) limiter is given by

yL(t) = 0.45 dz(t) + N(t) (29)

We can evaluate the z parameters by using the fact that vS/N = 0.6 so that

249 (0.6) = 0.33 243 (0.6) = 0.53
2(1)(0.6) = -0.2 2% (0.6) = 0.32 (30)

2(2)(0.6) = -0.21 2(8)(0.6) = -2.31
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Combining a1l the ron-negligible terms we obtain

. ok (n®
Ry(t) = 0.08 R (<)|——| + 0.047 R (<) + 0.44 (31)
N d ? d
L 2
Hence, the noise power spectral density is given by (using Appendix B)
f 2 3
.0 11 0.002fa . 2. 1£3, o0.22
/(f) -——(- )U (f) + ( B~-—+- ) Up(F)
B 28/728 B2 \3 3 @ B ©
0< |f| <2B (32)
and
Lu(f) = 2012 (8 -2 |f| LB lf—ﬁ), 0< |f| <28 (33)
N B2 \3 2B 248°
Hence, we have
yL(t) = 0.45 dz(t) + N(t, (34)

with N(t) having the spectral density of equations (32) and (33). The spectral

density is plotted in Figure 4. Again filtering to 1.8 MHz yields a power ratio
of

0.203 + 2(0.265)(139-) = 1,58
0.25

PR (35)

Therefore, in the subcarrier l1oop, the power ratio is approximately 2.15:1.
Now consider the P = -108 dBm case.
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Figure 4.

Power Spectral Density of the Noise When P = -103 dBm
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5.0 DEMODULATED POWER RATIO AT P = -108 dBm

In this case, the S/N is 5 dB lower than in the previous case, hence
S/N = -9.44 dB (36)
The signal suppression factor is given by
o = erf(0.238) = 0.265 (37)
Hence, the voltage out of the limiter can be written as
yL(t) = 0.265 dz(t) + N(t) (38)

In order to estimate the noise spectral density we musi compute the z parameters
again with argument vS/N = /O.TI¥ = 0.337

240)(0.337) = 0.376 203)(0.337) = 0.3603
21(0.337) = -0.128 24)(0.337) = o0.873 (39)
2(2)(0.337) = -0.333 2(8)(0.337) = -1.774

It follows that the noise autocorrelation function is given by

) (¢ RE (n?
RN(r) = 0.033 Rd(r) > + 0.566 7 + 0.074 " (40)

Hence, from Appendix B, we have that the noise power spectral density is given
by

2
A6 = 20850 ULy (6) + 0.283 uy() + 9'—030—93(3 - (%) ) 0<|f| <8 (41)

- 0:0165 _ If)u . (£) + 0.007(3 - lgl)z , B<|fl <38 (42)
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By adding up the total noise powur and the signal power, assuming statistical
independence, we see that the power totals much less than unity (-~ 0.7 instead
of 1.0), indicating that more terms should be taken to represent the noise wave-
form. However, since this analysis is only meant to imply feasibility of the
I-Q switching problem, we continue on with our three term approximation. The
power spectral density is plotted in Figure 5.

After filtering to 1.8 MHz we obtain a power rativ of

0.07 + (0.32)2 lgg

PR = 075 = 1.2 (45)

Hence :'e see that the power ratios are near unity at P = -108 dBm within the
limivs of our approximation.

6.0 DEMODULATED POWER RATIO AT P = -113 dBm

From (36), we have
S/N = -14.45 dB (44)
The signal suppression factor is given by
a = erf(0.134) = 0.145 (45)
It follows that the voltage out of the Timiter can be written as
yo(t) = 0.145 dz(t) + N(t) (46)

The z parameters for v§/N = 0.19 are

2(0)(0.19) = 0.3015 24 0.19) - 1.09
2110.19) = -0.074 230.19) = 2.22  5(0.19) = -1.09 (a7
28 (0.19) = -0.377 2(6)(0.19) = -5.25
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Figure 5. Sketch of Spectral Density of the Noise at P = -108 dBm
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The noise autocorrelation function is given by

T (< 3 .
Ry(t) = 0.613E?£ﬁ%] + 0°09E?izij (48)

Using just the dominant term we obtain

~ 0.307 N
Ay = 22y (e (49)

Hence, the power ratio after the 1.8 MHz arm filtering is

0.021 + 0.307(2)(8
PR = AAGE)
0.25

(50)

wnich is unity! Hence, we conclude that filtering at the receiver could cause
I-Q interchange in the vicinity of P = -113 dBm since the ratio of powers is
about equal. '

The channel power detector is illustrated in Figure 6. Basically it
measures the voltage in the I and Q channels and forms the difference which is
then filtered.

7.0 CONCLUSION

Based on some calculations which required certain approximations, it
appears that the filtering of the channel signal pulse noise in the arm filters
of the QPSK subcarrier demodulator can cause the power ratio out of the arm
filters (what the QPSK loop "sees") is near 1:1 rather than 4:1 at an input
power of about -113 dBm. Since the calculations involved important approxima-
tions, the results can only be described in approximate.
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APPENDIX A
BASEBAND DIGITAL SIGNAL-PLUS-NOISE THROUGH A HARD LIMITER

In this appendix, we determine the output spectral density of
a baseband digital ¢« _nal plus bandlimited Gaussian noise. This calcula-
tion allows one to determine the output C/N0 value as a function of the
input C/N0 value. The derivation of the autocorrelation function follows
that of Painter [1] with minor corrections in the final results. The
model is shown in Figure A.1 below.

Am, (t) + n(t)}—e LM —d,(t)

Figure A.1. Baseband Limiter Model

where m](t) is an NRZ or Manchester binary-valued digital waveform, n(t)
is bandlimited, white Gaussian noise, and d](t) is the output binary-valued
waveform. Let

x(t)
y(t)

Ad(t) + n(t) (A-1)
sgn[x(t)] (A-2)

The first- and second-order density functions are given by

p (xyot) = E]T: exp[}iz—(xt-ut):] (A-3)

2 2
ey et el (B ) G|
Py Xg Xy P 2 2

Sy N (A-4)
Zfrozv;:p—f 2(1-6%) X ? g g
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where
Xy = x(t)
x. = x(t+t)
w = EDx(t)] = Ad(t) & s(t)
w, = EDx(t+1)] = Ad (t+e) & s(ter)
o - E[(xt°"t)2] ) EE:XT'"J{I
p = :—2 E[(xr-ur)(xt-ut)]
or 1 R, (1)
p = ;Z-E [n(t+r)n(t)] = —02—— (A-5)

First let us compute the mean value of our process. We will
temporarily drop the time subscript.

o = [ st i) e (r-6)

which can be expressed as
p o= /w]— exp|- ] (x-s)2 dx -/0 1_ axp|- - (X-S)2 dx (A-7)
| me | 2 J o | 2P

where s = s(t) = Ad(t). Letting x5 .y produces

g
2/ V2o 2 -]
p o= 2 f eV dv = erf[i(—"')- (A-8)
/r 0 /?_c_l

Now let us determine the output autocorrelation function defired
by

Ry(t+r,t) = Ely(t+e)y(t)] = / T sgnlxy] sgnlx.] p, (xy % Jx dx (A-9)

-0 =0
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Equation (A-9) can be written

> 00
Ry(th.r) = // px(xt,xt) dx,dx_ +f/ px(xt’xr) dx, dx_
0 o o o
J’rw 0 0o
- f P, (xyox ) dx dx_ - / / px(xt,xt)dxtdxr (A-10)
0 -0 = 0
Letting Xg = By = U0, X_ - u_ = Vo produces
s e
Y o [} ag
R (t+r,t) = J/P glu,v,p) dudv + g(u,v,p) dudv
y By v .
T T o -

o peoz e PN
ut ut
g

(o]

(A-11)

where g(u,v,p) is the density ' mction of the random variables u and v

induced from the variables x, ana X -

t
Let

=
-+
=

h=— k = X
[+ g
then
Ryy(rst) = L('h,’k,p) + L(h:kap) - L(’hska‘p) - L(ho'kv‘p) (A°12)

so using [2]

Linko) = alma(k) + 3 2z ne (A-13)

n=0  (n+1)!
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and

© 2
.1 -t°/2
Q(h) = —/ e dt (A-14)
'29 h .

we arrive at

i zn(_h)z(n)(_k)pnﬂ

R s = Ql‘ °k
pltr) = Gen(k) ¢ 3 B

ooy + 5 2™
n=0 (n+1)!

- Q-h)(K) - g (M. h)z‘“’(k)( o)™

(n+1)!
- Q(h)Q(-k) - Z 2" )“‘)’(n)( k) (-p)""! (A-15)
(n+1)?
where
' 2
M) = :—"H{QL_J‘ /2} (A-16)
X ™
Now

Ry(r.t) = [a(h) - a(-h)1[a(k) - Q(-k)]

o nel
LS o %z(")(-h)z"(-k) + 20N )z (M k)
n=0 (n+1)!}

(-1)™ I:Z(n)(-h)z(")(k) . z(")(h)z(n)(-k)]} (A-17)
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Now note that

X ) - = f .3 A-
Q-x)-Q(x) = er (/Z) (A-18)
Also note that
z(")(x) = z“(-x) , n even
z(")(x) = 2"-x) , n odd (A-19)

So

® (n) (py, () y NHT
= h k_ 2t '(h)z" '(k)p
R ts = f f 4
y( ) o (./2) l (/2') +n§0 (n+1)!

va s 2MmzMge™!

n=] (n+1)!

(A-20)

where 2 denotes sums over n odd and 2 denotes sums over n even. Changing
indices yields

R.(t,t) = erf (3—) erf (-ul-) +4 i 2 (2m1) (_ﬁ) z(z“‘”)(f_l) pZm2
Y o 25 m=0 ° o7 (2m+2)!

© 2m+1 u u
o em) (Tt} (2m) (‘< R
+4m§0 (2m+1)! : (")z (") th-2t)

We have, since s(t) = Ad{t),
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Ry(t,-:) = d(t)d(t+r) er'f2 [%l—:l

. (2me1) [ S 2 R (t 2m+2
4 d(t+r) d ™ N ;
+ 4 d(t+1) d(t) Zo [z (ﬁ)} LZ)] émﬁ)!
- V2 R () 7™
4 5 (A-
+ mzﬂl} (VN)' [O? ] %Zmﬂ)! 22)

where we have let
S
5 (A-23)

Now consider d(t),

a) = 3 4 plt-im)

15=x

where p(t) = 1,te(0,T) and di = +] with equal likelihood. Hence, the time
and ensemble average of d(t)d(t+c) yields

Ry(t) = <d(t5d(t+15>= i p(t-iT) p(t+r-iT)>

i=-m

or

Rd(-:) = l:] - J-%L:l, NRZ waveforms |,

so that we have
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e S U L 8 2m+2
m+
B
2 (2m+1)
2 [ emlE) [Ral
. S A-24
' mgo[z (‘IQI [2)} (2m+1)! -

The first term is the SxS term, second is the SxN terms, and the last term
is the NxN term. Notice at high SNR

e

Ry(T) Rd(t) (A-25)

At low SNR

Hmerf( §—) = 0

— 2 2
o [ - 3 () [
N

Tim 22m+1 (‘/—
S

— 0 (A-ZG)

e, [
|

2|A

ﬁ-)-

Therefore, (A-24) converges at S/N=0 to

rST->oy ' meo \er\2) [ml] T2mT)T |72
or (
Ry(r) = %arc sin lf’;;il (A-28)

which is a well-known result. [t is easy to show that Rd(r) is given by
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R,(x) =[1-4F <T
¢ [ J_fl} I NRZ (A-29)
= 0 <] > 7T
Ry(t) = 1-11%1] | € 2
; Manchester (A-30)
- J.;_L - J 5 <t <T

Therefore, at the input to the FM summer due to channels 1 and 2, we have

4 . 4 .
s(t) = A = dz(t) cose s1n(msct) +A- d](t) sine costsct) (A-31)

where d,(t) has the spectral density given by

| 2 ‘ \i° ( e 1
S - R (T
, , 2 (2me1 ) |2 L
=£4 2l +47R,(z) S |z ol (I e 2y /
/sz(f) , d(f) erf( NZ)J (d m._.ol: ( “2)‘| I:oz :]/ (2m+2)!$

(. on)f 5 2 () 2m+1
S R (t
. w( go[z m( é):] H (A-32)
2 (2m+1)!

with < (-) the Fourier transform and where d](t) has the spectral density
given by

2 2
r
S ‘ o0 a2 S
/‘/7d1(f) = ,«/;(f) erf( NJ')] + 4FR, (1) > l}(th)( N_L)il
1J l m=0 1

2m+2
Rn(r}
-7
lf’l (2m+2)!

2 R ( )—v2m+]
< |_(2m) Fl n't
40; N—— —'Z' A-33
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and where AJ;(t) denotes the data spectrum of that respective channel.

Evaluation of the SxN and NxN spectral densities is made in
Appendix B.
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APPENDIX B
SPECTRAL DENSITY ASSOCIATED WITH
(v J
n ] .= ’2’3i4

(s}

In this appendix, we summarize the power spectral dersity associated
with the jth power of

n(T):|
-7z
_c

for j=1,2,3,4.
First consider che Fourier transform of Rn(t)/az:

R (x) .
© N e“ZﬂfT dt (B'l)
g

400 - f

For convenience, we assume that the lowpass filter of Figure 2 is an ideal low-
pass filter. Hence, Rn(-r) is given by

8N
_ 0 i2nf1 = sin{2xBt
Rle) = / 7 < ar - g SHEE (-2)
-B

The corresponding spectral density is given by

Ly - /" Rale) towre . f" sin(2sge) -t2nfe g, (8-3)
n 2 TDT

[+
-Q0 -0

or

JJ#”W) = ZO/‘NL;‘XCOS(-E-X) -2"—_:‘5 (8-4)
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AL TT R ST (B-5)

where
uB) = i, 1f] <B 3 u() = 0, f>5 (B-6)

Ncw consider the second power of Rn(r)/oz. We have that the spectral
density is gi‘en by

o . 2
A D) - [ Sin” 28t o (2ufe)de (8-7)
(21B<)

Changing variables, we have

Jn(z)(f)

X

. 2
2 f 292-’5 cos(-;- x) -2% (8-3)

Using [1, p. 450, 13.828 #5), we have

400 - &) v cm
0 1] > 28

Now consider the cube term which is given by

© . 3
43 - ,[ EIL_(E.LB,? e 2T g (810)

2B 1)

Letting x = 2nB~ yields

o gind
LAQIE zf SINX cos(g x) o5k (11)
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315(3-(92) 0< [f] <B

2/,,(3)(f) = T%F (3 - 1{-1)2 B<|f|<38 (8-12)

Now consider the fourth power term:

o . 4 .
/,_j @)y - j sin’ (2#Bt) _-i2¢fr de (8-13)
n () z (24B<) ©
. 2 . 2
gsin SZnBr}Q*s.%sm QZwBr)} (B-14)
% (2+81)° (2+81)

A0« (- ) el - {5 - ) wio) ®-15)
Hence,
A0 - L [P (g - L@@ Y o o
-2B+| f|
A W) - ;;-2 E‘;s - %25+£;] 28 < |fl< 48 (B-17)
- (8) 1 |8 £ 183 .
AW - L 8. L 2] 28 < |f] <48 (B-18)
a3 28 28
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SUMMARY

In this report, the I1-Q flipping problem of the MRD is studied by
analysis and simulation to discover why the flipping occurred. In the case of

the tape-recorder dump during start-up or wraparound, it was found that the

composite tape-recorder signal contained two tones increasing with frequencv,

plus a spectrally flat noise term. According to the prelimiter-filter band-

width into the subcarrier modula.or, this mixture determined the conditions
for 1-Q flipping. The narrower filter bandwidth (2.5 MHz, six-pole) stopped
the I-Q flipping completely, 4

In the case of the Solar Max 1-Q flipping, the small SNR at the
Shuttle PI caused mainly noise to be transmitted on channel 2. At the receiv-
er, most of the noise is filtered out, greatly reducing the effective I-Q
ratio at the MRD subcarrier loop.

Table 9.1 summarizes the NASA laboratory measurements and Axiomatix
predictions for a variety of cases with excellent agreement. It should be
noted that observing the existence and modeling of two toneé, along with the
noise output from the tape recorder start-up or wraparound, allowed Axiomatix
to make very accurate performance predictions. Specifically, the comparisons
between the NASA measurements and Axjiomatix predictions based on simulations
or calculations are very good for a variety of cases, as can be depicted in
Table 9.1.



1.0 INTRODUCTION TO THE PROBLEM

Figure 1.1 illustrates the Shuttle Ku-band transmitter, TDRSS
terminal, Shuttle Payload Interrogator (PI) and Solar Max transmitter, The
problem we address is the I-Q interchange which occurs in the medium-fate
demodulator (MRD) under the following conditions: during bent-pipe acquisi-
tion of the 8.5-MHz subcarrier at low SNR, and during playback operation when
the recorder éither starts up or changes tracks (wrap-around). It should be
noted that, in additicn to the above sources of I-d inversion, a square-wave
data sequence on channel 2 will induce 1-Q inversion if the frequency of the
square wave is high enough. In the following sections, we will elaborate on
the different mechanisms of this I-Q flipping.

2.0 SYSTEM MODEL

Figure 1.1 {llustrates the system block diagram under study. First,
we consider the Solar Max signal which is sent from the transmitter to the
Shuttle receiver (PI), where it is demodulated to baszband, filtered and QPSK
modulated onto an 8.5-MHz square-wave subcarrier. The modulator intrinsically
limits both of the éhannel inputs in the modulation process. However, the
bandpass filter following the QPSK modulator restores the QPSK signal to the
standard QPSK sine wave and cosine wave format, being the fundamental of the
square-wave rate. This process is discussed in Appendix A. This subcarrier
is added to the channel 3 data, frequency modulated, and tfansmitted through
the TDRS to the TDRSS terminal. At this ground terminal, the FM demod demodu-
lates the carrier and produces the QPSK 8.5-MHz subcarrier which contains both
channel 1 and channel 2 data. The medium-rate demodulator (MRD) is a QPSK
tracking loop which produces, at its cutput, channel 1t and channel 2 baseband
data. The problem we are addressing in this report is the flipping, or inter-
changing of channel 1/channel 2 data in the MRD.

3.0 MRD TRACKING-LOOP DESCRIPTION

Figure 3.1 illustrates the MRD tracking loop which is capable of
tracking QPSK signéls having an I-Q power ratio of either 4:1 or 1:1 in the
two phases of the transmitted signal. The gain (or attenuation in the oppo-
site arm) is set at the ratio of Ay = \/P2/P;, where Py and P, are the respec-
tive channel powers. Basically, the loop forms an orthogonal set of sinusoids
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that attempt to demodulate the respective data streams which are filtered and
processed through data-removal processing to yield an error-control signal.
This error-control signal drives the loop filter and, in turn, controls the
VCO. Normally, there are four stable lock points: 0°, 90°, 180° and 270°;
howéver, the angles can change according to SNR and the amount of distortion
present, as well as the power ratio. Figures 3.2 through 3.9 depict the S-
curves (average control signals, gi&en ¢) for various channel 1/channel 2
power ratios, assuming no distortion in the data signals and no additive
thermal noises in the channel.

The S-curves are bascd on the average value of the error-control
signal given a particular value of ¢. Here the quadriphase signal is given by

s(t) = V2 /(1-0)S my(t) sin{wgt+eg) + v2 vaS my(t) cos(wgt+eg) (1)
where my(t) is the dJata signal in chammel 1, mpy(t) is the data signal in chan-
nel 2, wp is the radian carrier frequency. and 6g is the carrier phase. From
Figure 3.1, we can write

ea(t) = /{T-0)S To(t) cosp - v/aS TWy(t) sing
g1(t) = /{T-a)S T(t) sing + /aS &y(t) cos¢

(2)

where aS is the power in channel 1, (1-a)S is the power in channel 2, Wj(t) is
the arm-filtered channel 1 data signal, and W>(t) is the arm-filtered channel
2 datz signal. Combining the signal as in Figure 3.1 produces the control

C(¢) = A [/(1=a)S Tr(t) sing + vaS T (t) sing]
x sgn[/{T-a)S @a(t) cos¢ - Jas @y (t) sing)
- [v(T=)S Ta(t) cosp - /aS Fp(t) sing]
x [/TT=a)S ®(t) sing - /aS @y (t) cose] (3)

Since the channel 1 data rate is low compared to the arm-filter
bandwidth (1.8 MHz), we may assume that m;(t) takes on the values 1. For
convenience, we also initially assume that @a(t) = 1 independent »t‘ﬁﬁ(t).
Hence, assuming that both ﬁﬁ(t) and Eé(t) are random 1's or -1's, the average
value of C(¢) becomes
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- 1
C(¢) = 5 Ay[/TT=a)S sing + /aS cos¢]sgn[/(1-a)S cos¢ - vaS sing]
1
- E[J(l-ais cos - /aS sing]sgn[/{1—a)S =ing + /&S cns¢]
1
s Ay[/(T=0)S sing - /aS cos¢]sgn[/(T—)S cos¢ + vaS sing]
1
—'5[131-u)s cos¢ + /aS sing)sgn[/{1—2)S sing - /aS cos¢]
Av
+ 5-[- /(12)S sing - /aS cos¢|sgn[- /(1-a)S cos¢ + vaS sing]
)
- 5[- /(1=a)S cos¢ + /aS sing]sga[- /{1-a)S sing - /aS cos¢]
1
*3 Ay[- /(T=a)S sing + /a~ cos¢)sgn[- /(1-4)S cos¢ - /aS sing]

1
- E[* /(1—a)S cosp - /aS sing]sgn{- /(1-2)S sing + /aS cos¢] (4)

Equation (4) as the basis of Figures 3.2 through 3.9. The lock points are
shown as large dots. In all of these cﬁrves, notice ﬁhat the lock points are
stable at 09, 90°, f80° and 270°. When the power ratio is 1/8:1 or less,
additional lock polhts occur, yiélding eight admissible lock points.

We now consider the case when fiitering of channel 2 is severe and
is based oﬁ a one-pole LPF and when channel 1 has negligible filtering. We
also assume a square-wave signal on channel é for mathematical conveniéncé
rather than a random-data sequence, The results are developed in Appendix C.
From this appendix, the S-curve is'given by .

S(¢) = -Ay G(¢) -G(¢p + /2) (5)

where
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G(¢) = sgn{singlcosy

> [ean(¢)] tan(¢)\?
-K(¢)- (coso)sgn(sinQ)cos’? -—__-_T)+ sin(¢)sgn(cos¢)Afl - ( )
n A A
. (6)
with
1 , |sing|<A|cose|
K(¢) = ) (7
o , otherwise
and
‘ 1, x>0
sgn x = 0 , x=0 (8)
i -1, x<0
and )
1-a
A = — y(fg) (9)
[+ .
with
(4/7%)
Y(fg) = —————— , fo inMHz , (10) .

1+
- 1-8

the sine-wave attenuation to the tone at fy. It should be noted that the hard
limiter illustrated in Figure 1.1 at th~ 8.§-HHz subcarrier converts the sine
wave into a square wave but, aﬁAthe TDRSS ierﬁinal. all the harmonies of the
squal 2 wave are filtered out wnen the tone is greater than about 1.2 MHz.
Thus, the peak fundamental is /% of the peak square wave. Figuréé 3.10A
through 3.16 illustrate the S-curve for various sine-wave (or square-ﬁave)
frequenciéé and the channel-2-to-channel-1 power ratio. Note that, when the
sine wave 18 »t 6 MHz, the S-curve is almost flat at ¢;o and 180°., At 7 MHz,
the curve has negative slope at 0° and 180°. Thus, if the lobp ié at 0° or
1809, it would move td either +£90° or +270° if the channel 2 data changed from
Eandom Manchester to sine wave at 7 MHz. These graphs illustrate the fact
that severe distortion has a marked infiuence on the S-curve. The prev..us
case of negligible diistortion yielded no unstable S-curves ai ¢=0° or 180°,
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Figure 3.11.
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Figure 3.12.

S-Curve: Sine Wave on Channel 2, Biphase-L Random on Channel
One-Pole 1.8-MHz Bandwidth; fSN = 3 MHz; P2:P1 = 0.86:1
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Figuie 3.13. S-Curve with One-Pole 1.8-MHz Bandwidth; Sine Wave on Channel 2;
Riphase-L Random on Channel 1; fSw = 4 MHz, PZ:P1 = 0.55:1



Figure 3.14.

S-
0.

¢
3

urve with One-Pole 1.8-MHz Bandwidth; fqy = 5 MHz, Pp:P
7:1; Sine Wave on Channel 2, liphase-L Random on Channe

1

19



20

[

150 186 21Q

Figure 3.15. S-Curve with One-Pole 1.8-MHz Bandwidth; fgy = 6 MHz, PoiPy = 0.27:1,
Sine Wave on C annel 2; Biphase-L Random on Channel 1



Figure 3.16.
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S-Curve with One-Pole 1.8-MHz Bandwidth; fgy = 7 MHz;
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on Channel 1
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Tve final S-curve case is based on an attempt to accurately model
the filters in the system. Again, a tone was used on channel 2 and random
data on channel 1. A six-pole LPF of 5 MHz was employed to model the filter
prior to the channel 2 limiter; a six-pole 6-MHz bandpass filter was used to
model the bandp--ss filter prior to the QPSK tracking loop. Details of this
filter ave discussed in Appendix D. Figures 3. 11 through 3. 23 depict the
resulting S-curves. These differ somewhat rron the case of oneopole filtering
(Figures 3.10 through 3.16). In particular, when the tone is at 3.2 MHz (Fig-
ure 3.23), ‘the S-curve poss&ses a slightly positive slope at 0° or 180"

Hhile at 3.5 MHz, a stable lock point near ¢ = 63.4° appears with a weak lock
point. at 90° and 270° At £ = 3.6 MHz and greater, the only lock point is at
¢ = 63.3° and 116.6°. Also, at36uﬁz. the power ratio of channel 2 to
channel 1 at tne G’SK tracking loop ls about 0. ll 1 while, at & MHz, it is
about 0. 12 ‘I.

4.0 OONDITIONS FOUNMD TO INDUCE I-Q SWAPPING

There were basically three methods of testirg which caused I-Q
swapping. The first was noticed during bent-pipe operation with the Solar Max
during the aedium-rate demodulator (MRD) acquisition of the 8.5-MHz subcarrier.
AS the received signal power at the MRD is reduced, the probability of locking
with the correct 1-Q relationship deéreas@. This problem is inherently an
acquisition problem; hence, it is due to a power loss of channel 2 in the MRD
and the error induced in the power-ratio detector (see Appendix B).

The second means by which the MRD loop interchanges channels 1 and 2
occurs when the tape recorder driving channel 2 starts up or changes tracks
(wraps around). During this start-up or wrap-around time, the tape recorder
puts out a noise-like burst rather than data, which causes channels 1 and 2 to
interchange.

The third way the channel interchange was observed was when a sine
wave was used as the modulation input of channel 2. Hhen the sine-wave
freguency reached 2.1 MHz by stepping from 2 MHz, t.he HRD would i{nterchange
channels 1 and 2. This was not a random phenomena but, rather, a precise
deterministic process.
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5.0 TAPE-RECORDER -SIGNAL MODEL

The tape recorder was observed to produce a "noise-like" burst
during the tape recorder startup or turnaround which was viewed by NASA/JSC
personnel to be the source of the I-Q flipping. In Figure 3.24(a}/(b) [2,
page 145] are the spectral densities of both the steady-state and start-up
transient conditions. In the steady-state case, the spectral density appears
to be the usual Manchester-encoded data, whereas the start-up spectral density
appears to be thé sum of flat noise plus two sine-wave tones that start at
about 2.5 MHz and 3.8 MHz. However, since the spectral plot occurs only at a
given time. as time‘progrésses, the lines move farther out in frequency, then
essentially disappear (when the data spectral density shows itself at ‘*he
steady state). Observations by NASA/JSC engineers have noted that the lines
do move out as time progresses.

Thus, our model for ihe output of the tape recorder startup or
turnaround is given by (for up to one second or more)

a a
V(t) = n(t) + Ay cos m(tn;t? + Ay cos m2t+5t2 (11)

where Ay and Ap are the tone peak amplitudes and wy and wp are the radian
frequencies corresponding to 2.5 MHz and 4 MHz when a 5MHz prefilter band-
width was used and 1.25 MHz and 2 MHz when a 2.5-MHz prefilter bandwidth was
used. The rate of change of frequency coefficient, a, was modeled as 1.2.

The first tern n(t) is modeled as bandlimited white Gaussian noise. The power
ratios of tone power to noise pcower is made a variable in the computer simu-
lation program. It will shortly be shown that the existenca of these tones
accounts for the I-Q flipping phenomena in a well determined way.

6.0 CONCEPTUAL BASIS FOR THE TAPE-RECORDER-INDUCED I-Q FLIPPING

In this section, we discuss the reason why the tape recorder being
turned on or wrapping around caused the 1-Q inversion. During the tape-
recorder startup, both a noise burst and the two sweeping tones are generated.
Assume that a 5-MHz LPF (prelimiting) is used first. We can view Figures 3.17
through 3.23 to see what hapoens. Since the second toﬁe (the higher fre-
quency) will be filtered first, we neglect it and concern ourselves with the
lower frequenc& tone only. From Figures 3.17 through 3.23, we see that, as



Photo of Normal Tape Playback

Center Connector of Breakout
Box Used

¢ 960-kbps playback

¢ No filter

Figure 3.24{(a). Normal Playback Spectra

Photo at Tape Start-Up

Center Connector of Breakout
Box Used

s 960 kbps playback

s No filter

Figure 3.24(b). Transient Start-Up Spectra
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the tone frequency (the value of f in these figures) increases, the S-curve
lock point at ¢=C starts to diminish By the time f= 3,2 MHz, the S-curve has
a very weak lock at ¢=0 while, at £ = 3.4 MHz, the lock point disappears (the
slope at ¢=0 is negative). Hence, at this point, the loop attempts to push
the phase error towards either +90° or -90°, As the tape recorder continues
to increase its tape speed, the two tones continue to increase in frequency.
leading to Figure 3.22, which shows a lock point at 63.4°., The loop will
remain locked at this phase error until the tone trequéncy goes teyond the
5-MHz cutoff of the channel 2 lowpass prelimiter. The noise in the tape sys-
tem will then be the dominant power term and the S-curves will revert to those
of Figures 3.2 through 3.9. However, since the power in channel 2 is based
essentially on thermal noise and enters a limiter (at the transmitter), the
bandwidth is greater than 5 MHz but the 6-MHz BPF of Figure 1.1 removes some
noise power, as does the 1 8-MHz arm filters of the loop. So; instead of a
4:1 power ratio, a smaller ratio (say, 1: 1) occurs initially in the loop.
But from Figure 3.3, we see thau a phase error of 63.U4° will be carried into
90° (or -63.4° into =90°). Thus, I-Q swapping has oceurred. Figure 3.25
shows a simulation of this phenomena, while Appendix E disousses the simula-
tion model. In Figure 3.25, we see that, within a few tenths of a millisec-
ond, the pﬁase reaches aoout 63.4° and hangs there as discussed above, then
slowly reaches 90°. ‘

Now let os consider what happens when the 2.5-MHz LPF is employed
prior to the channel 2 limiter. Recall that the BPF located prior to the sub-
carrier demodulator (MRD) has a baseband bandwidth of 3 MHz. Now, as the tape
recorder {s turned on; the recorder noise starts and the two previously
discussed tones start increasing their frequencies. Again, we will concern
ourselves with only the lower frequency tone siucehit is the dominant one in
terms of I-Q flipping. As the lower frequency tone reaches 2.5 MHz, it starts
getting filtered by tﬁe 2. S-MHz LPF in front of the channel zllimiter. When
it gets to 3 MHz, it is down about 10 dB; hence, the dominant term is the
tape-recorder noise--not the tone. But, when only noise is present, it passes
through the channel 2 limiter and-looks l1ike a data stream with heavy phase or
time modulation. Hence, the S-curves for data modulation are applicable.
Since the prefiiter is set to 2.5 MHz, the limiter-output bandwidth is ih-
creased somewhat to, say, 4 MHz. But the arm filter "captures" most of this
energy so that Figure 3.3 appliés (or maybe Figure 3.4--it doesn't matter).
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From these S-curves, we see that there is no force to push the loop away from
the lock point. From this discussion, it is clear that both the bandwidth and
the number of boles are important since they determine how much attenuation is
present to the lowest frequency tone.

Figure 3.26 illustrates the results of a simulation of the syster
when a 2.5-MHz prelimiter LPF was used. We see that, when the tone (whi~h is
now attenuated by about 6.5 dB at 2.9 MHz) reaches the point of the skirt of
the 6-MHz bandpass fllter, it i=s much weaker than the case when the 5-MHz LPF
was used; hence, the mixture of noise-like »nergy to tone energy is not great
enough to push the loop 90° away from the correct lock point. From Figure
3.26, the peak deviation from the lock point is abuut 59, '

' We can now see why the square-wave test causedAthe loop to lcse lock.
Since this.test was composed of only one square-wave signal, we see from Fig-
ures 3.19 and 3.20 that, at about 3.2 MHz, the S-curve has a negative slope at
¢=0; hence, the loop is pushed towards the lock point at 90°. Note that, once
at the 90° point, the loop will not slip again if the square'wave is applied
when ¢ = 90° since 90° is a stable lock poir+. Hence, once the loop I-Q
flipped, it would not flip again on turnaround,

The measured value of square—wave-induced <=Q interchange was
2.1 MHz, whereas our theory predicts 3.2 MHz. Since we did not make a precise
eetimate of the tone-to-tape-noise power,.we'should not expect an exact agree-
ment between the experimental .easurement and theory.

7.0 SIMULATION OF THE I-Q FLIPS

In this section, we compare the NASA measurements with the simula-
tion results performed at Axiomatix. In Table 7.1, simulation results are
given for the case when no channel noise was present

In the first two rows of Table 7.1, the individual tone-to-recorder
noise spectral density was set at 87 dB-Hz'thch. for the two prelimiter LPF
bandwidths considered, yielded SNR's of 20 and 23 dB (tone-to-noise-power
ratio). The initial frequencies of the recorder tones are set so that the
loop hes time to respond to them before they are "outside"™ the LPF bandwidth,
The loop bandwidth of the simulation was set to 18 kHz in order to reduce
computer computation time and cest. The result shown in the last column of
Table 7.1 was that, with a 5-MHz LéF prior to the limiter, it I-Q flipped
whereas,vwith the 2.5-MHz LPF, it did not flip. This resul! is compatible
with the observed measuremants at NASA. ‘
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Table 7.1. No Channe) Noise

In-Band
Tone-to- Test Tone-~
Noise PSD Filter to- Initial
(Recorder Cut-Off Noise | Frequency | Loop
Model) Frequency | Ratio of the BW Descripticn of
(dB-Hz) (MHz) (dB) Tones (MHz) (kAz Simulation Result
(6-pole) FLIPPED
5 20.0 [ 2.5 & 4.0 18 | Moved to 63.4°, then to
90° (noise takes over)
g=8 |----- ~-~=-=l-=-=--- 4--4----"-"=-=---=~--- .
2.5 23.0 1.25 & 2.0 18 DID NOT FLIP
5 10.0 | 2.5 & 4.0 18 FLIPPED
’ Less tendercy to stay at
8 =17 63.4° (noise takes over
sooner than previously)
----- T il
2.5 13.9 1.0 & 2.0 18 DID NQOT FLIP
FLIPPED
S 4.8 [2.5& 4.0 18 | Faster than previously
g=72 |----- O B G P
2.5 -_— _— -
FLIPPED
5 0.0 [ 2.9 & 4.0 18 | Takes more tim-- to take
g8 = 67 : : ’ off, then flips faster
----- - e = e ] @ wm wm wm e e e e ] e w m e wm e e wm oa w om
2.5 3.0 1.0 & 2.0 18 DID NOT FLIP
5 -® — 18 NIL NOT FLIP
6:-.
(Only white |- - - - - -] -- === I R
noise as
recorder ~o —_— 18 -

output)
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The same comparison was made in the second, third and fourth rows of
Table 7.1, except that the tone-to-recorder noise spectral density was reduced
by 10 dB. Again, the results agreed with NASA's observations. This test was
repeated'tuice more, each time with a 10-dB lower tone-to-noise power spectral
density with the same flipping results; Finally, recorder noise only without
a tone was tried.and the I-Q loop did not flip. Later, we will see that, when
channel noise was added to the receiver, the léop would not I-Q flip except at
very low Ey/Ng values.

Next, channel noise (white Gaussian thermal noise) was added to the
receiver in order to simulate receiver front-end noise in the usual high Ep/Ng
level that this link displays (see Table 7.2). Again, it is seen that the
loop flips only with the 5-MHz LPF--not Hiih the 2.5-MHz fiiter.

In the data of Table 7.3, we considered the case when-the channel
Ep/Ng was low. The purpose was to try to simulate the observed I-Q flip and
return at the'low SNR noted by NASA/JSC. Using the 5MHz filter, the first
test was simulated with a B, = 18 kHz. It appeared that the loop SNR was too
low, so this banawidth was reduced to 4.5 kHz. At 20-dB tone-to-tape-recorder
noise power ratio and Ep/Ng of 2 dB, a flip oécurred, then returned to ¢ = 0,
similar to what NASA had described. Removing the tone in the recorder-output
model prevented this I-Q flip and Eeturn from happening. A plot of this phe-
nomena is depicted in Figure 7.1. Note initially that the lowest frequency
tone causes the 10op to start io-I-Q flip (¢ = £90°), then the error gradually
returns to zero phase error, that is, the I-Q flip corrects itself.

8.0 SOLAR MAX WEAK-SIGNAL-CASE I-Q FLIPPING

Even though the Solar Max case was not analyzed extensively, it is
believed that the basic reason why the I-Q flipping occurred in the Solar Max
case was due to the weak signal conditions near 10-nmi ranges, along with the
fact that the SNR in the 5-MHz filter at these rénges was low; hence, most of
the power transmitted in chénnel 2 was due to thermal noise. This noise was
bandwidth expanded in the limiter of channel 2; hence, when this signal was
captured by the four-phase loop, only a small fraction of the original amount
of power remained in the arm filters. Therefore, as the SNR in channel 2
decreased, the I-Q power-ratio detector would cause the probability of I-Q
flipping to increase because the captured channel 2 power decreases as the So-
lar Max SNR decrezses (range increases). In other words, it is believed that
this'problem is basically one of the erfective I-Q power ratio diminishing as
the range of the Solar Max from the Shuttle increases.
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Table 7.2 Weak Noise Added to the Link

39

In-Band
Tone-to
Tone-to Recorder Initial
Noise Test Noise Frequency | Loop | Ep/Ng | Desecription of
PSD Filter Ratio of the BW Simulation
dB-Hz (MHz) (dB) Tones (kHz) (dB) Results
5 10.0 2.5 & 4.0 18 16 FLIPPED
B=TT |-~ ~~-- I B e Bl e
2.5 13.C 1.25 & 2.0 18 1A DID NOT FLIP 1
B = -= 5 = —_— 18 16 DID NOT FLIP
(Only white )
noiseas |-~ ~-q4q-=-=--94- - - - -4 -=-=}---]--=-=-=-=-=---9
recorder
output’® -= — 18 16 _—




Table 7.3. Strong Noise in the Link
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Ey/Ng < 6 dB
~n-Band
Tone-to Initial
Test | Recorder | Frequency | Loop
Filter] Noise of the Toneg BW Ep/Ng
(MHz) (dB) (MHz) (kHz)
FLIPPED*; did not
return to 0° (it
5 10.0 2.5 & 4.0 | 18.0 6.0 | might have needed
T ‘ ’ : ‘ wmore time)
FLIPPED*; returned
5 10.0 2.5 & 4.0 18.0 4,0 to 0°, but did noy
s : : s stay in lock
FLIPPED*; did not
5 10.0 2.5 & 4.0 4.5 4.0 | return to 0° (morg
T : : ’ : running time?)
DID NOT FLIP (?)
5 10.0 2.5 & 4.0 4.5 2.0 | (More running
C : : : ’ time)
5 20.0 2.5 & 4.0 4.5 2.0 | FLIPPED; returneu
) : : to 0° and stayed
in lock
Only
noise
at 5 - - 4,5 4.0 DID NCT FLIP
recorder : :
output
NOTES:

(1)
(2)
(3)

Reduced sampling rate

a factor of 4 (a = 3/10 kHz/s)

Loop tandwidth reduced by a factor of U

Rate of change of tone instantaneous frequency also reduced by
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9.0 SUMMARY OF THE NASA LABORATORY TEST AND THE AXIOMATIX
’ MODEL SIMULATION ’

In this section, we summarize some of the pertinent tests made by
NASA and compare them to Axiomatix's model simulation described in Table 9.1.

First, in the NASA test, the tape recorder was turned on in channel
2 and the MRD loop flipped with a 15-MHz preliaiter LPF, but did not flip with
a 2.5MHz filter. Then, as a comparison, the Axiomatix model was utilized
with a simulated'tape-recorder input with a 5-MHz prelimiter LPF and the loop
I-Q flipped. With a 2.5-MHz LPF, the MRD loop would not flip, agreeing with
the NASA meésurement. '

Next, noisé was introduced by NASA into channel 2 as a possibie
model of the tape-recorder start-up transient; it was found that, with both
15 MHz and 2.5 MHz, the MRD loop would not I-Q flip. This test was simulated
6n the Axiomatix simulation and found to agree. .

At NASA, it was found that a 2.1-MHz.square-wave signal injected
into the channel 2 input would cause I-Q‘inversion when a 15-MHz LPF was used
prior to the limiter, but it would not flip at a lower frequency. Axiomatix's
model would I-Q flip with a 5-MHz filter with a 3.6-MHz square wéve. but not
at a lower frequency. Finally, NASA reported that, when the SNR was reduced,
the I-Q flipping couid be prevented. (Actually, the flip would occur, 90°
change, then return back to 0°.) This apparently occurred at about Ep/N, =
5 dB at NASA whereas, for the Axiomatix model, it occurred at Ep/Ng = 2 dB.

10.0 CONCLUSIONS

It is believed that the tape-recorder model developed herein allows
us to predict or replicate the actual MRD hardware performance of I-Q flipping
quite well, as noted in Table 9.1. Furthermore, we believe that it is the
only theory presented which can explain all the known tests made by NASA at
Johnson Space Center.

We wish to emphasize that it is our view that the tape-recorder

start-up transient I-Q flipping problem is not just a noise-burst problem but,

in fact, tones are also generated along with the noise in the tape recorder
during start-up or wraparound. The Axiomatix theory also predicts the square-
wave I-Q flipping problem which a noise-only theory does not.
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Table 9.1. NASA Measurements Compared tu the Axiomatix Model/Simulation

Axiomatixd
NASA Test LPF Data versus
or Ep/Ng | Band- I-Q | NASA Da
Axiomatix Width (kbps) Agreement]
Model Test Conditions (dB) | (MHz) [Ch 1| Ch 2 |Flip? ?
NASA Tape recorder turned| 16 15 192 N/I| Yes
on in Channel 2 :
Yes
Axiomatix | Tape recorder turned| 16 5 192 N/I| Yes :
on in Channel 2
NASA Tape recorder turned | 16 2.5}192 N/I| No
on in Channel 2
Yes
Axiomatix | Tape recorder turned | 16 2.5 192 N/I| No :
on in Channel 2
NASA Lab noise injected 16 15 192 N/I| wo
into Channel 2
Yes
Axiomatix | Noise injected into 16 5 192 N/1| No )
Channel 2
NASA Lab noise injected 16 2.51]192 N/I | No
into Channel 2 Yes
Axiomatix | Noise injected into 16 2.51192 N/I]l No
Channel 2
NASA 2.1-MHz square wave ® 15 192 N/I ] Yes
injected into Ch 2% )
Yes
Axiomatix | 3.6-MHz square wave ® 5 192 N/I Yes
injected in Ch 2%
NASA Lower channel SNR 6 15 192 992 | Yes
with recorder ’
Yes
Axiomatix | Lower channel SNR 4.0 5 192 960 | Yes
with recorder ]
NASA Lower channel SNR 4,5| 15 192 992 | No**
with recorder
Yes
Axiomatix | Lower channel SNR 2.0 5 192 960 | No** )
| with recorder )

NOTE: N/I = not imporant.

*Minimum frequency that causes I-Q flips.

*
*Flips, then returns to 0°,
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SUMMARY

The Deployed Electronic Assembly phase locked loop exciter drop
lock problem was investigated, meetings with HAC were held, and some pre-
liminary analysis was complet:d. By changing gains .nd adding hysteresis
to the zero beat detector, the drop out and resulting resweep were eliminated.
More details are contained within this report.

ii



1.0 PROBLEM

The Deployed Electronic Assembly (DEA) provides clean signals
for the transmitter TWTA in each of the five Radar frequency channels, and
for the single channel in the COMM mode of operation. In the TWTA bypass
mode of Radar operation, the exciter ouvtput is used as the transmitter signal.
In addition, the exciter provides the first and second LO signals for use
in the Receiver mixer downconverters.

The problem that was addressed was the iatemittent loss of phase
Tock in the exciter with the relock requiring an additional 20 us(which is
the time for a single sweep). The occurrence of this loss of phase lock ap-
peared tu be random with a mean time between losses of about one hour.

A block diagrar model of the exciter is shown in Figure 1. When
the exciter loop is locked up, the zero beat detector (ZBD) output occasion-
ally would drop below the threshold initiating the sweep circuit. Figure 2
illustrates a system loop model for the exciter.

2.0 POSSIBLE SOURCES OF THE PROBLEM

The following reasons were suggested as a source of the sroblem.
First, it was sugyested that the noise or transients coupled onto the 156 MHz
signal could cause the drop out. Secondly, the power supply noise or the
transients generated external to the DEA could cause the problem. Phase noise
generated internal to the exciter could be the problem source. Also, the
power supply noise or transients generated within the DEA, but external to the
exciter, could be the cause. Finally, too low of a threshold in the Z8D could
be a basis for the problem.

3.0 SOLUTION TO THE LOSS OF LOCK PROBLEM

The proposed solution to prevent the intermittent re-sweeping is as
follows:

1. Reduce the zero beat detector gain.
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2. Increase the zero beat detector post amplifier
high pass filter cutoff to 3 MHz.

3. Add hystersis to the re-sweep comparator.

The proposed changes are illustrated in Figures 3 and 4. These combined
changes stopped the occurrence of the occasional drop out and the resulting
resweep.

4.0 MEETINGS ATTENDED

Axiomatix attended two meetings at Hughes Aircraft Company in
building S-13, on March 16th and March 29th, 1984, to familiarize ourselves
with the problem. Lance Mohler discussed the nature of the problem, and
some planned tests.

We, also, attended the Ku Band MPR held at the Hacienda Hotel on
April 3rd and 4th, 1984. In addition, we were in attendance at the Exciter
Design Review held April 24, 1984.

Sections 5.0 and 6.0 are preliminary analyses that were completed.

5.0 ZERO BEAT DETECTOR FREQUENCIES

Consider Figure 2 for the following analysis:
We have,

e, =2 V2 sin [uyt +a+0, 1+ V2 sin [83y t + 83 ¢ (t)] (1)

or neglecting the sum frequency we have,
e =/Z cos[\o&uot -mlt) + 2 eo-e-ev] (2)
so that the error signal and the signal to the ZBD is, k=3 common char
- N :
e =2 cos [(83u,t -6 t) +83g, -6 -8,] . Su V2 sin|k—“’§—t +f‘g]

k=1 3
(3)

which becomes,
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(A +8)
N - e —
€= Zak sin, [k“' t 83 wy t -wlt + 838 -§-ev + k8 ]

k=1

(A - B)

N W ~
ak sin [E-Q—t+k—9£--83wot +w. t - 830, + 6 +6, ]
1 v

k=1 3 3
m —
and
* N kw -
(A-B) = == - 83uwotw (neglecting 0 )
3
* * ku
now (ml) = 80uw,=> A - B = —8- +u,
min 3
so that
min 'SE“— Yo = eaoO
3 3

Hence, we can neglect the (A - B), since . % %o >> 100 MHz filter cutoff.
2n

We, then have as the error signal,

N 8
€ =Z,1( sin[l“—;ﬂl + 83wyt - wit + 839, -%- e\,+k-39—]
k=1

when lock occurs (k1 = 3, ¢r greater)so

K.w
10 - =
3 +83m° wy 0
or
kyw
m1=‘83w°+10
3

Now the signal to the filter detector bank has frequency,
- 83“’0

W

DET = “1

(4)

(S)

(6)

(7)

(8)

(9)

(10)



hence,

when k¥ = 3

= 2 . 156 MHz
k=8 w_ =24 =2 - 208 Miz
DET ~ 3 Y%
k=35 “’DET=.§mo=2n . 260 Mz
k=6 wDET=5m°=2w°=21r°312MHZ
k=T uper T Ly =20 - 364 Mz
s0 k = 3 through 7 are important.
6.0  WHAT FREQUENCIES ARE PRESENT AT THE PHASE DETECTOR?

From 7 we write,
kw . kmo

N
e=dm Sin[ = t+8t-ut+8l -0-5, +—]
k=1

vhen k1 = 3 (CH 1 lock), we have wy = 84u6
S0,
N kKo - kwo
& = Zuk sin [(—52 + 83w - 84w )t + 838, - & - &, + —]
k=1
or,

N Kk - ke
e =29 sin [ (3 - 1) u,t + 838,- 6 - 6, *3°
k=1

(11)

(12)

(13)

(14)

(15)

(16)



At lock
8490-9-9,,30 (17)
so that
N K ke .
€1 = Epk sin [ (3‘ - l)mot - 90 + T] (18)
k=1
or (k=1) (k=2)

€& ¢ sin ('%‘“’ot'%eo)“’az sin(-%wot-%—eo)

(k=3)

Zwo

wo eO . 2&)
+0+4sin[3—t+—§—]+ass1n[—39t+—§—] (19)
tagsin[wt+e]+arsin] g-wot +6,]

Hencé, the following frequencies are present at the output of the phase de-
tector in the channel 1 mode:

£, =§ 156 MHz = 104 MHz (two components combine)

1’2 = % 156 MHz = 52 MHz (two components combine)

f3 = 156 Miz

£ =3 156 Mz = 208 MHz

4 3

£, =2 156 MHz = 20 Mz

5§ -3

Fo=8 156 MMz = 312 Wiz

6 3

f - % 156 MHz = 364 MHz (20)
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MODEL OF THE HAC SUBCARRIER MODULATOR
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May 1984



In this appendix, we discuss the Hughes Aircraft Company (HAC)
implementation of the quadriphase modulator., A digital subcarrier oscil.ator
(SCO0) running at 8.5 MHz supplies a clock and its complement. Both clocks are
passed through a fixed-time delay (1) corresponding to a fixed-phase delay 28
in the square-wave fundamental. When not filtered, the result is a constant-
envelope four-phase signal, as shown on the I1-Q diagram of Figure A.1, which
has an I-Q ratio of 4:1. The actual signal wave is filtered so thaf only the
first harmonics are applied to the FM modulator.

In order to understand the power relationships of the I and Q chan-
nels, we establish the form of the filtered quadriphase signal following the
work of Cager [1] in the case of no noise. The digital subcarrier phase mod-
ulator is described by

s(t) = Ein (msct + o(t)] (A-1)
where

#(t) = oady(t) da(t) - n/2 (da(t) - 1) (A-2)

with dy(t) the channel 1 baseband modulation and dp(t) the channel 2 baseband
modulation, so that the four phases of ¢(t) are described by Table A.1 below.

Table A.1. Square-Wave Oscillator Phase Relationships

o(t) dq (t) da(t)
] 1 1

-6+7 1 -1
o+ -1 -1
-0 ~1 1

The value of 8g is the value of 8 such that the I and Q relationsnip
yields a power ratio of 4:1 in the first harmonic. Expanding (A-1) in a sine-
Fourier series yields



(2]

C
—
Digital
. T >
Subcarrier ) 8.5 MHz
£ Multiplexer {— (Square wave)
Oscillator -
T ity
0} I
Channel 1
Channel 2
Q (Channel 1)
(1,0) (1,1)

(0,0)

Time Delay ¢-—Phase Delay 20

o] (Channel 2)

(0,1)
g = 2G.6" (Nominal)

3

Figure A.1. QPSK Subcarrier Oscillator Modulator for Mode 2 Ku-Band Return Link



g
s(t) = P — sin[n(wget + ¢(t))]
n=1 nw

where § denotes summation on the odd terms. Expanding (A-3) yields
-] [
8{t) = P —— cos[ng(t)] sin nwget + P — sinln¢(t)” cos nwget
n=1 nn n=1 nn
Using (A-2) for ¢(t) yields
cos[ng(t)] = cos[ndyds8] cos[n(dp=1) w/2]

and
sin(n¢(t)] = sin[ndide] sin[n(ds-1) w/2]

since sin[n(dy-1) /2] equals zero. Simplifying (A-5) and (A-6) yields

cos[ng(t)] = dp cos ne n odd

sin(n¢(t)] = dy sin ne n odd

Therefore, the quadriphase signal is of the form

. e oy y
s(t) = do(t) § — cos(ng)sin(nwget) + d(t) § — sin(ne)cos(nwset)

n=1 nw n=1 nw
Let
gl
U(t) = § — cos no sin(nuwget)
n=1 nmw
and
-
V(t) = § — sin ne cos(nuwget)
n=1 nw
then

s(t)

da(t)U(t) + dq(t)V(y)

Tc identify the waveforms expressed by (A~9), note that

r
® 5 1n(msct°9) + j 1n(w5ct‘*e]

U(t) ~ P — cos(ne)sin(nuget) =
ne1 nm 2

(A-3)

(A-4)

(A-5)

(A-6)

(A-T)

(A-8)

(A-9)

(A-10)

(A-11)

(A-12)

(A-13)



where 5 1n(wget+8) is a hard-lir.ted sine wave of the argument (wget+e).

Since

>y
‘_:lin(msct-e) +E| in(wgat+*6) = $ — cos(-n8)sin(nwget) + sin(-ne)cos{nuget)

n=1 nrw
° L]
+ B — cos(ne)sin(nuwget) + sin(ne)cos{nwget)
n=1 nnu
) (A-14)
In the same manner, it can also be shown thst
nd u 5 in((l.'sct"’e) -5 1n(msct°e)
V(t) = P — sin n, cos(mwe ,t) = (A-15)

n=1 nn 2

Now the right-hand sides of (A-13) and (A-15) can easlly be plotted as shown
in Figure A.2. Thus, we see that the digital quadriphase signal can be broken
down into tﬁo.orthogonal basis functions that span the space of periodic func-
tions. Note that the sum of U(t) and V(t) yields a square-wavs .ignal that is
early'(from t=0) by 206/wge Seconds, whereas U(t) - V(t) generates a square
wave with a delay of 8/wgc Seconds, etc.

Note that the total power in the waveform of (A-9) is given by

s 16 8 = .
Pg =172 § —— (cos2(ne)+sin(ng)) =— § —— = (A-16)
© ne=1 n2g n=t n

Furthermore, the p.wer in channel 1 is given by

* 1 16
Py = Py = § - —— 0082 ne = (26/7w) /2 20 2 0 (A=1T7)
- n=1 2 n242

and che power in channel 2 is given by

2 1 16
Py=Pr= § = ——cos2ne=1-(20/m) m/2>8>0 (A-18)
n=1 2 n242

Notice that, when 6 = 0.464 radians (26.58°), the power split is
and

Py = 0.705 (A-20)
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and Pp/Py is 2.38:1. However, since the BPF at the output of the MUX
{quadriphase modualator) passes only the fundamental, the expressions for
the respective channel powers become

Py = 8/w2 sin?p , (A-21)

and
P, = 8/72 cos?e (A-22)

and, for 6 = 0.464, we have that Pp/Py is 4:1, as desired.
We note from (A-9), using only the first harmonics, that the signal
can be expressed as

sp(t) = (4/m)d;(t) sind cos(wget) + (4/m)do(t) cosd sin(wget) (a-23)

where dy(t) is the output of the channel 1 limiter and d(t) is the output of
channel 2. Thus, we see that we can model the bandpass process in terms of

its basebénd processes.

Reference

1. R. H. Cager, "Phase-State Division Relationships in the Return-Link
Baseband Modulator," Hughes IOC No. HS237-782, June 14, 1977.
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LOCK-DETECTOR ANALYSiS
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May, 1984



Consider the detector for the unbalanced-QPSK carrier-tracking loop,
as shown in Figure B.1. Here Pj,Rj;i=1,2 represent the power and the data
rate in the weak (1) and strong (2) channels, respectively.

Let the rcceived vaveform be

r(t) = /2P; m(t) cos(wgt+6) + /2P mp(t) sin(uwgt+s) + n(t) (B-1)

where mj(t);1i=1,2 is the baseband, #l1-valued data stream for each channel, uwgp=
2wfg is the carrier radian frequency, § is the phase to be tracked and n(t) is
additive white Gaussian noise with the usual bandpass representation

n(t) = 2 [ng(t) cos(wpt+8) + ng(t) sin(wgt+§)] (B-2)

In (B-2), ng(t),ng(t) is a pair of baseband, independent, identically distrib-
uted Gaussian processes, with zero mean and flat (one-sided) power spectral
density (PSD) of Ng W/Hz. Note that the expansion of (B-2) is conveniently
done around the loop (estimztzr') phase 8.

Upon baseband conversion (see Figure B.1), the lowpass portions (LP)
of the prefiltered waveforms ej(t);i=1,2 (i.e., neglecting double-frequency

terms) become

e1(t)| e T JP1 m(t) cose + [Py mo(t) sir ¢ + nglt) (B-3a)
and
eg(t)' b T JP2 ma(t) sing - /Py m(t) cos¢ + ng(t) (B-3b)
where
6 @ 0-08 (B-4)

is the loop phase error, assumed to be slowly varying with respect to the
data.
After lowpass filtering (LPF) by the 1.8-MHz arm filters, we get

e1(t) = [Fy aq m(t) cosp + [P2 ap my(t) sing + Tg(t) (8-5a)

and

ea(t) = [P ap my(t) cosy - Py oy my(t) sing + Mg(t) (B-5b)
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where nj(t);1=1,2 represents the filtered noise in each arm and

2 = 2
ai = [ |Hagu(£) Smi(f) ar (B=6)

is the power-reduction coefficient for the ith data stream due to filtering
(here. Smi(f) represents the ith data stream PSD). Note that the effect of

filtering is accounted for by a reduction in power, but not pulse-shape dis-
tortion. This is a reasonable assumption since the arm filter bandwidth (1.8
MHz) 1s'approx1mately twice the data rate of the strong channel (R2 = 0.96
Mbits/s). which i3 Manchester encoded. Thus, the pulse distortion which re-
sults from filtering is insignificant.

The waveforms c4(t) then go‘through an envelope detector, whose out-
put is |ej(t)] , prior to subtraction. Since the signal-to-noise ratio (SNR)
in each waveform is sufficiently larée, the envelope detectors can be approxi-
mated by square-law detectors, as shown in Figure B.2, whose analysis is much
more tractable. Such a substitution should have a hegligible effect on the
overall conclusions.

Within this approximation, the inputs to the subtractor are

2 2 2 2 2
€e1(t) = ay Py cos ¢ + ap Pp sin ¢ + Ny (t)

+2 Py 2y m(t) Tp(t) cosp + 2 [Py ap ma(t) T(t) sing

+ (1/2)"P192 a1 ap my(t) mp(t) sin 2¢ (B-Ta)

and

2 2 2 2 2 _2
e2(t) = ap Pp cos ¢ + a7 Py sin ¢ + ng (t)

+ 2Pz ap mp(t) Tg(t) cosy - 2 /Py ay m(t) Ag(t) sing
- (1/72) [P1P2 a1 ap m(t) my(t) sin 2¢ (8-Tb)

Each of the above quantities can be divided into a mean value u; and a remain-

der noise n4(t), i.e.,

2
€ = wug *+ ng(t) (B-8)
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where
2 2 2 2 2
4 = a1 Py cos ¢ + ap Pp sin ¢ + & hp(t) (B=9a)
2 2 2 2 2
uz = ap P cos ¢ + ay Py sin ¢ + &{ng(t) (B-9b)
and

2 2
m(t) = ('ﬂ'c(t) -J{ﬁ'c(t)}) + 2 JP; a1 m(t) no(t) cose
+ 2 Py ap mp(t) Mp(t) sing

+ (1/2),/P1P2 a1 ap mq(t) mp(t) sin 2¢ (B~10a)

2 2
na(t) = (ﬂ's(t) -J{KS(t)}) + 2 [Po ap my(t) Ag(t) co3e
-2 JPy a1 m(t) Tg(t) sing
= (1/2)‘/P1F2 ay az @(t) my(t) sin 2¢ (B~10Db)

Aithough the exact statistical nature of ni(t) and np(t) is com-
plicated, certain facts can be assessed, particularly in c¢onnection with the
bandwidth of the output filter Hy(f) (see Figure B.1). This is a one-pole RC
filter with cut-off ‘requency f, = 15 Hz and transfer function

1

Ho(£) = (B-11)

1+ Ji£/8)
Since the 3-dB bandwidth of 75 Hz is much smaller than that of each noise term
in (B-10), nj(t) is essentially "white" with respect to Hg(f). Furthermore,
by a eéntral-limit argument on the integration effects of Ho(f). its output
z(t) is approximately Gaussian. Thus, we may model the input noises nj(t) as
zero-mean Gaussian processes, each with a constant PSD equal to Nj W/Hz, to be
evaluated below. ‘

Further, it can easily be shown that each term constituting the
noise nq(t) (and similarly for nz(t)) is statistically uncorrelated from the
others. Except for the very last term in (B-10a) and (B-10b), which is iden~
tical,'the same {s true between any one component of nj(t; .ad any other of
na(t). Since the contribution of the last term is small compared to the rest,
we conclude that nq(t) and ny(t) are approximately uncorrelated. Furthermore,
the total PSD Nj equals the sum of the PSD's of the individual éomponents.



The final output z(t) is the difference
z(t) = 2za(t) - z¢(t) (B-12)

where z;(t);i=1,2 13 the output of Ho due to ¢;2(t). Within the Gaussian
assumption, performance is uniquely determined by the mean and variance of
z(t).

e Mean of z(t)

We have that

: 2 2 |
(2()} = {za0)} - {z(0)} = Ho(o)[e{ eg(t)} -J{q(t)ﬂ

or

&{z(t)} = uz = w -1 (B-13)
since Hy(0) = 1 (see (B-11)). But
§ 2 2 No\ = 2
&{no(v)} = elng(v)} - o) 1 e " ar (B-14)
Therefore, from (B-9), (B-13) and (B-14), we have that
2 2 2 2 >
uz = asz - a1P1 cos2¢ + u1P1 - u,2?2 sin¢ {(B~15)

° Variance of z(t)

From (B-8) and (B-12), it follows that

2 @ 2
var(z(t)} € o7 = [ |Ho(f) s () ar (B-16)

g n2=m
where S (f) 1s the PSD of the difference np{t) - nj(t). However, due to the
n2=m
the wideband nature of this difference (see previous discussion), it follows
that ’

2 ® 2
oz = S(0) [ |Ho(£)] ar (B-17)
n2-ny -*



T
From the functional expression of Hy(f) in (B-i1), it is easily shown that
(B-17) reduces to

2
o = S (0) « (nfg) (B-18)
n2=m

In order to derive the value of S (f) at the original f = 0, we
np~m
write the difference np(t) - m(t) as
m(t)-m(t) = n(t) 2 cospena(t) - 2 singen3(t) - sin 2¢+ny(t) (B-19)

where the (uncorrelated) noises nj(t);i=1,2,3,4 are given by

m(t) = Bat) - J{ﬁi(t)} . B -a{?x'i(t)} (B-20a)
np(t) = ap fPp mo(t) Tglt) - a7 Py my(t) W,y(t) (B-20L)
n3(t) = ay Py m(t) Ag(t) + ap Pz ma(t) ng(t) (B-20¢)
ny(t) = ajap fP1Py my(t) mp(t) (B-204d)

Then, if we denote by S;(0) the PSD at f=0 of nj(t), we conclude from (B-18)
and (B-19) that

2 2 2 2

oz = (n£c)[S1(0) + teos?g s5(0) + 4 siny S3(0) + sin2¢ Sy(0)] (B-21)
However, by inspecting the noises np(t) and n3(t) in (B-20a) and (B-20c) and
realizing the existing symmetry (substitute ne for ng and disregard the sign
change, as it does not affect the PSD), we immediately conclude that

Sa(f) = s3(f) (B-22)
in which case, (B-21) simplifies to
022 = [(n£a)[81(0) + 4 52(0) + s1n22¢ Sy(0)] (B-23)

since coszo + sin2¢ = 1, The individual forms in (B-23) are now evaluated.

Let R (1) and R »(1) indicate the autocorrelation functions of the
' K ¢

squared filtered noises Ng?(t) and f,2(t), while Ry(1) and Ry(t) correspond to
fig(t) and Ty(t) (not squared). Because of the statistical symmetry between
ng(t) and ne(t)

R - ; R a -
32(1) REQ(T) 3,(r) Raﬂr) (B-24)



But, from (B-20a),

[ (Btz(r) N R.gg(t))dt - 2] B0 a (B-25)

51(0)

where

R@() 8{(?:32(1:'»1) -a{w‘é(uﬂ})(a's?(t) -J{Hsz(t)})}

- e{ﬁsz(m) Hs(t)} -62{?1'32(1:)}

g{?rsz(t)} s 2 ez{ﬁs(m) Ts(t)f -ez{ﬁszm}

=2 R2(1) (B-26)
3

In deriving (B-26), the familiar identity

(4

é’} I Xgp = &1 X1Xz) 2[X,X,] + £iXa¥y! #XoXy} + &{x1Xy} £{XoX3)
i=1

for jointly Gaussian random variables has been used. Thus, from (B-25) and

(B-26) and by using Parceval's theorem,

2
$106) = 4[] Ry(vdr = 4 [ |sa-s(r)| af = 4 f 'y | dapm(£)j af

or

2 © Y
§1(0) = Ng J |[Hapu(£)] df (B-27)

Proceeding in a similar manner, we get

2 [ ] 2 [
S2(0) = aoP> [ Rp (t)R_(t)dt + aqPq J Rp (1)R_(1)dt
2 3 4 - 1 T

2 (No\ = 2
= agPp ;‘f sz(f)IHAm(f)l dar

2 (Noy = 2
+ ay Py (-2- J Sml(f) | Hapm(£)] af

No\ | 4 4
S3(0) = '2'" a2 Py + a1 Py (B=28)

or



where the definition for a;2 in (B-6) has been used. Finally,
2 2 @
sy(0) = ajap P1Py [ sm1(r)sm2(t‘) af (B~29)

To recapitulate cir findings, let us define

2 ® 2
¢ & o = [ Su, (£) [ Hamu(£)] ~ af (B-30a)
s 2 ® 2 .
C 2 ¢, = | sz(f)|HARM(f)| df {P-30D)
° 4
C3 2 | |Hapu(E)] of (B-30¢)
cy & J Sm, (£) 8p,(f) o (B-30d)

Then, from (B-15)-and (8-30),

up = (CoPa - C1P1) (cos2¢ - siny)

or

u, = (CaPp = C1Py)cos2e (B-31)

and, from (B-23) and (B-27) through (B-30),

2 2/P1 2 /P2 P1\ /P2
var{z} = (wfo)eNg [C3 + 2Cy{ — )+ 2Co( —])+ sin2 2¢ C1CCy (—) — (B-32)
No No No/\Ng

Note from (B-32) that the last term vanishes for ¢=0 (locked-on condition) or
¢ = n/2 (flip condition).
The output signal-to-noise ratio, SNRg, 1s defined as

Uzz

SNRg = (B-33)

var (z)
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From (B-31) through (B-33), we obtain

1

SNRg = (=] cos?2¢ -
ﬂfc

- 2
P2 P
Col—] - Gl —
No N
) 2 (P 2 (P2 . P\ /P2
C3 + 2C) [ —) + 2Co { —]) + sin?2¢ CyCoCy [—)(—
No No No/\Ng

which, for ¢ = 0 (correct lock) or ¢ = n/2 (flip), simplifies to

1
SNRg = (—') (B-34)
mfeo 2(P1 2(P2
C3 + 2C{—] + 2C|—
No No

It should be pointed out that pp changes sign (see \B—31)) when ¢ goes . .~ 0
to w/2 rad, provided that

P2 )
— ) -—
Py C2

This latter condition is satisfied in the UQPSK design since

P> Cy
— = 4 and -~ = 1
Py C2 '

Therefore, the mean of the Gaussian distribution for z(t) is positive in the
correct lock condition and negative in the flip condition, as it should be
(see threshold comparison in Figure B.1).

Let (1 - Pg) indicate the probability that a sample of z(t) at any
t = top will be positive, assuming the correct lock condition. In other words,
(1 - Pe) 1s the probability of correct indication conditioned on the correct
lock. Due to the symmetry of expressions (B-31) and (B-32), (1 - Pe] is also
equal to the probability of a correct (negative) indication, given a flip.
Thus, in both circumstances, Py stands for the probability of an erroneous
indication. Because of the Gaussian assumption,



1"

Pe = Q[ ,/SNRg] (B-35)
where
1 @© ‘22/?.

J e dz (B-36)

Qx) =

Now suppose that N samples are taken and each is Tg seconds apart.
We assume that Ty is sufficiently largé (few time constants of REg(f), i.e.,
2 - 3 multiples of 1/15 s) to render the successive samples statistically in-
dependent. Then the probability that all N samples indicate correctly is

N
Prlcorrect indication in NTg seconds] = 1 -q[y/8NRg| = 1-NQ l;_/snao:l (B-37)

where is it assumed that NPg << 1 (Jjustified numerically below). Thus,
Pr(false indication in NTg seconds] = NQ E/SNRQ] (B-38)

For this latter probability to be considered appreciable, we set

NQ [[/SWE| = 0.1 (B=>9)

Therefore, the number of samples N [or, equivalently, the length of time NTS)
required to reach such a level of probability can be speciried from (B-39)
once SNRy is known for a particular system. Equation (B-24) ran be rewritten
in terms of the following parameters:

Ey P.T P
—2 = bit SNR in channel 2 = 22 = _2 (B-40a)
No No NoRa
a P2
p = =-- a power ratio (B-40b)
P4
fe
B¢ -— (B-40c)
Ro
faARM, C
8ARM = (B-40d)
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where we assume that the arm filters are identical, nne-pole, with a 3-dB

cut-off frequency of fagm,c Hz. Then,

2 2

) -2)

SNRy = (B-41)
Eyp C 2
(vgc) I:Z( 2)((32 + —)* (1/2)8AR§
Ng )

For th- - rticular system at hand, fo = 15 Hz, fppm c = 1.8 MHz, Ry = 192
“bits/s and Ry = 0.96 Mbits/s so that p = 4, C1 = 1, C> = 0.75 (from tables),
= 15.625x10™6 and gyp = 1.88. '
Table B.) provides the values of SNRy from (A-41), where the above
numbers have been.usedf The parameter (Eba/No) was ranged from 2 dB to 10 dB

for both p = + and p = 2. It is clear that, in all cases, SNRj is extremely
high, thus assuring corréct operation of the lock detector for practically an
indefinite interval (hundreds of years!).

In conclusion, this analysis has shown the lock detector herein to
be a most reliable component in both the correct-lock a:d the phase-flip
conditions.

Table B.1. Values of SNRy as a Function of Ebz/No,

For Twc Values of the Power Ratio p

Ebz/No (dB) 10 8 6 4 2
SNRg (dB)
uy.2 4.9 39.3 36.6 33.6
p = 4 . .
SNRq (dB)
37.2 34.9 32.4 29.8 27.0
p =2 ' ‘ '




APPENDIX C

S-CURVE OF A MODIFIED FOUR-PHASE COSTAS LOOP

FOR A PARTICULAR QUADRATURE SIGNAL INPUT

By

Raimundo Sampaio



In this appendix, we derive the tracking characterisic (S-curve) for
a modified four-phase Costas loop when the input signal is of the following
form: the inphase component is biphase modulated and the gquadrature component
is sine-wave modulated. The presence of thermal noise is not considered in
this analysis. -

The received signal s(t) is of the form

s(t) = vZ A7 m(t) cos(wgt+e) + v2 A> mo(t) sin(wpt+s) (c-1)
where m;(t) is a (#1) binary data modulation,
my(t) = sin(wst + ;)

is a sinusoidal modulation with radian frequency wg and arbitrary phase
parameter g, and wg and 8 are the radian frequency and phase of the inphase
and quadrature components of s(t).

According to Figure C.1 herein, the received signal is cross corre-
lated simultaneously with the inphase and quadrature versions of the VCO out-
put reference signal

r(t) = /2 cos(uwpt+)

where 8(t) is the instantaneous loop estimate of the unknown phase 6.

Assuming that 6 and 0 are slow-varying quantities and that the
lowpass arm filters reject double-frequency componénts, their outputs eq(t)
and epx(t) can be written as

e1(t) = Ay mp(t) cos(8-8) + Ay myp(t) sin(o-8) (C-2a)
and
ea(t) = A myp(t) cos(e-8) - Ay myp(t) sin(e-8) (C-2b)

where mip and myp are the filtered versions of mi(t) and mp(t). respectively.
If we consider as negligible the data distortion introduced by arm filtering
of mj(t), we have

mp(t) = fay m(t) ; mop(t) = Jag sin(wgt+sg)

where
+® 2
@ = [ |L(E) | sm1(r) df (assume | L(O) | = 1) (C-3)
and

2
a2 = | Lifs) | (C-H)
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are the power losses intrcduced by an arm filter with frequency characteristic
L(f).

If we let ¢ = 8- represent the loop phase-iracking error, then
(C-2) can be rewritten as

r my(t)
e1(t) = Ay Joy m(t) o+ sing (C-5a)
m; (L)
and
mo(t)
e2(t) = Ay Jog my(t)] 8 cos¢ - sin¢ (C-5b)
m4 (t)
where
Az a>
g = "lé:; (Cc-6)

Ay Joy

With €9(t) and e3(t) as in (C-5a) and (C-5b), the conirol signal
z(t) = Ay g1(0) sign[eg(t)] - eo(t) sign[e1(t)]

assumes the form

2 ( mo(t) ) mp{t)
z2(t,¢) = A aj(Aylcoss + 8 sing)sign| 8 cos¢ - sing
m(t) | m(t) N
( my(t) mp(t) ]
-8 cos¢ - sing)sign| cos¢p + B sing (c-7)
m(t) ) | m(t)

The feedback signal z(t,¢) has random components and periodic oscillations.
The decomposition

z(t,9) = <z(t, x> + <z(t,x) - <M>)‘
X=¢

(where the overbar denotes statistical average and < > denotes time average)

allows us to write z(t,¢) as a nonrandom, nontire-varying function of the

tracking error ¢ (control voltage) plus a random component that acts as "mod-

ulation self noise." The S-curve of the system is therefore defined as the

function s(+) given by

s(x) = <z(t,x)>



y

Averaging z(t,x) with respect to the random (11) data signal my(t), we obtain

= = « {cosx + g my(t)sinx) sign [8 mp(t)cosx - sinx]

Ml (cosx - g mo(t)sinx) sign[-g mp(t)cosx - sinx]

(8 ma(t)cosx - sinx) sign[cosx + B mo(t) sinx]

N |-

(-8 mp(t)cosx - sinx) sign[cosx - 8 ma(t)sinx] (c-8)

N | -

The above function is periodic in t with the same period of mp(t). We also
note that the particular value of the phase parameter 85 Of my(t) is irrele-
vant for the computation of time average and can be taken as g = 0; that is,

m(t) = sin{wgt)
If we now define the periodic functions
f(t,x) = (cosx + 8 81n(mst)sinx)sign[s sin(mst)cosx - sinx] (C-9a)
and
g(t,x) = (8 sin(wgt)cosx - sinx)sign[cosx + 6 sin(uwgt)sinx]  (C-9b)
then (C-8) can be expressed as

z{t,x) Ay

1
— [e(t,x) + £(-t,x)] - — [8(t,x) + g(-t,x] (C-10)
A12 a 2 2

The time average of (C-10) therefore reduces to

s(x)

= Ay <f(t,x)> - <g(t,x)>
A12 aq

or, by noting that f(t,x + %/2) = -g(t,x), to

s(x)
= Ay G(x) + G(x + n/2) (C-11)
A12 aq
where
Ty
G(x) @ <e(t,x)> = 1/Tg | £(t,x) dt - (c-12)
0

with Tg being the period of the sinusoid mp(t).



Evaluation of G(x)

For a given x, f(t,x) can be written from (C-9a) as

27 2w
K(t,x) = cosx + 8 sin(— t)sinx;te t:8 sin(-—t)cosx > sinx
Ty Ts
£(t,x) = (C-13)

- K(t,x) : otherwise

In evaluating G(x), it is convenient to consider the following cases:

(1) 0<x<w/2; G(x) ®G(x) (cosx > 0, sinx > 0)
2n tgx
K(t,x) ; tel = t:sin(— )__ _—
Tg 8
£(t,x) =
- K(t,x) ; otherwise

Figure C.2 illustrates set I. Now,

Tg [T 1
Gi(x) = "/Tg [ f£(t,x)dv = 1/Tg U (k(t,x))dt - J (~K(t,x))dt + [ K(t,X)dtJ
0 0 I I
T2 Ts ]
= /Ts|2 [ K(t,x)dt - J K(t.x)dj (C-15)
T 0

Since
Ts 2n
J K(t,x)dt = t cosx + —— B cos{— t} sinx
2n Ts

then (C-15) reduces to

2(T2-T1) 8 [ /2« 2n tgx
———— cosx - - sinx [c-os — Tp} - cos{ — Ty}| -cosx;0 < — < 1
T

Tg n \Ts s

8
G‘](X) = (C'16)

= COo8X H 1 { =



. [2n _ s f2n - tgx
sin{s— Tl) s1n(T— T2) 2
s S
(C-14)
2n = -cos[” . (tax
COS(TS T2) = cos(TS Tl) 1 ( 3 )

Figure C.2. Interval I and the Relations Between Tl’ T2 and 5%5



The quantity between brackets in (C-16) is given by (see (C-14) in Figure C.2)

2% 2w 2w 2
2) - cos( 1) = =2 cos(— T1) = - 2¥1 - (tegz/8) (C-17)

cos|— T -T
Ts Ts Tg
Now, since (T2+T1)/2 = Tg/4, then .
To-Th Tg
: . T, - —
2 2y
Therefore,
2n [To-T, 2n m 27 tgx | tg(x) |
cosj—| —})=cosf — Ty - =)= 38in| —Tp) = = tgx 3.0)
Tg 2 Tg 2 Ts 8 8
which yields
T2‘T1 1 I tg(x) I
= — gog | ——— (c-18)
Ts L B

e
S

-cos(x) + —| cos(x)cos”
™

Gi(x) =
tg(x)
-coa(x) ; 21
8
(2) /2 <x<m ; G(x) ®Gp(x)  (cosx <0, sinx > 0)
2w tg(x)
K(t,x) ; tel = {t:sinl—t} <

£(t,x) =
-K(t,x) ; otherwise

The expression for Gp(x) can be writtes in a form similar to (C-15) as*

1 Ty Ts
Go(x) =— |2 [  K(t,x)dt - [  K(t,x)at
Ts L T3 0

*
Also refer to Figure C.3.



2 4 . (Zn ) tax
sinfs=— T = sin[=T = S=—
(TS 4) TS S B
(C-20)
cos(T; T4) = -CuS(TS T3) 1 ( 2 )

Figure C.3. Interval I and the Relation Between T3, T4 and 1‘%5



yielding
2 8 an an tgx
_[T;,,-T3)cosx - - sin{cos(— Tq) - COoS (— T3)} - cosx;~1 {— <0
Ts T Ts Ts 3
Go(x) = (c-21)
tgx )
-COosX ; - -
B

Using the fact that (T3+Ty)/2 = 3 Tg¢/4 and working in a way similar
to that for Gy(x), we obtain

cos| — = - ——— (tSX_<_0)

2n (Tu-‘l‘3) tgx | tg(x) |
Tg 8 8

2

which yields

(c-22)

Ty~T3 ! cos"(l tg(x) l)
Tg T » B

Combining (C-20), (C-21) and (C~22) results in

2 - ( tg(x) )
-cosx +— | cosx cos -8
n B

Gz(x) =

-COSX H < -1

By developments similar to those performed for Gi(x) and G,(x), we find that

(3) <X <32 G(x) = G3(x) = Gy(x) (C-24)
and that
(4) 3m/2 < x <21 ; G(x) = Gy(x) = =Gp(x) (C-25)

By using signs of cos(x) and sin(x) in different quadrants, expressions
(C-19) and (C-23)-(C-25) can be expressed in a unified form by
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G(x) = - sign[sin(x)] cos(x)

2 tg(x) |
+ o(x) — {sign[sin(x)]cos~|————kos(x)
e

m \

(tg(x)
+ signfcos(x)]1 8 /1 - sin(x) (C-26a)
\ 8

where

1 5 | sin(x) | < 8] cos(x) |
e(x) = ‘ (C-26b)

0 ; otherwise

The loop's S-curve, given by (C-11), is therefore

2 “
s(x) = A4 01[ Ay G(x) + GG + ~)] (Cc-27a)
2

with G(x) given by (C-26), g defined through

A2 ap

—_ (C-27b)
A] 01

B =

and where ai and Gz(fs) are given by (see (C-3) and (C-4))

+ o

a = J e | ® se () ar
-
and
2
ay = IL(fs) | ’ (rs = sinusoid frequency in Hz)

Note that the ratio A2/A1 in (C-27b) denotes the rutio of the ampli-
tude of the =inusoidal modulation in channel 2 to that of the data modulation
in channel 1 at the input of the tracking device.



n

Slope of the S-Curve at the Origin (x=0)

Let 8'(0) denote the derivative of s(x) at x=0; then, from (C~27a),
we have

s'(0)

= Ay G'(0) + G'(l) (C-28)
A12a1 2
The quantities G'(0) and G'(#/2) can be shown to be given oy
G'(0) = (2/m)(1/8)(82 - 1)
and
G'(nw/2) = 1,
which, when inserted into (C-28), yield

s'(0) 2 Ay

(82 - 1) +1 (r-29)
A12a1 8
Figure C.4 illustrates the dependence of s'(0) on the parameter §.
Note that s'(0) becomes negative if 8 is less than a threshold value g*. 1In
this range, the loop will no longer have a stable point at ¢=0°., By equating
(C-29) to zero and solving rfor 8, we find that

1 T 2 m
oo L (_.) oy e (c-30)
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APPELDIX D

IMPULSE RESPONSE OF AN Nth-ORDER BUTTERWORTH FILTER

By

Raimundo Sampaio



Consider the squared-magnitude system function of an Nth-crder

analog Butterworth filter (BF) given by

2
| 4Cw)] = (b-1)
2N
1+ (Ju/jug)

A

In (D-1), we is the cut-off radian frequency. It follows from (D-1) that, in

the Laplace domain,

1
H(s)H(-s) = (D-2;
1 + {s/jue)2N

The poles of H(s)H(-s) are
1/2N

sp = (1) (Jwe) (D-3)
i.e., they are equally spaced in angle 2n a circle of radius wo 1n the s plane.
Fér a causal and stable design, H(s) is chosen to correspond to the poles in
the lest-half s plane, ae shown in Figure D.1. Note that the poles have been
assigned in complex conjugate pairs (bJ.bj*],j-1,...,(N-1)/2 for N=odd and
j=1,...,/2 for n = even. Furthermore, for N=odd, there i=.an additional
negative pole by = -~uwg.

It follows from the above that H(s) can be expressed.as

N-1) (N-1)
1 2 1 2 1
K I I _— N odd
) (s-bg) =1 (s-by) i=1 (s-b;*) -
H(s) = ' : (D-%)
NZ o, N2
K 1 n - N even
=1 (s-bj) i=1 (s-b;*)
where, if we require the normalization H(0)=!, we must have
K = (we)¥ (5-5)

Now let Hy,(s) be the transfer function corresponding to we=1, with
poles {aj} on the unit circle. Since

ig is easy to verify that the transfer function H(s) associated with a general

we 1s related to Hy(s) by
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H(s) = Hy(s/we) (D-T)

In the time domain, let hy(t),h(t) be the impulse responses corre-
sponding to Hy(s) and H(s), respectively. In other words,

*Hy(s) = [ ny(t) est de (D-8a)
0
and

H(s) = [ n(t) e7st at (D-8b)
0

Combining (D-7) and {D-8a), we conclude that

s o ’(S/NQ)t ® .
H(s) = HUC— = [ nyt)e dt = [ wehy(wet')e™St' dat*  (D-9)
e/ O 0

which, by mere comparison with (D-8b), results in
h(t) = wehy(wet) (D-10)

Therefore, the normalized and unnormalized impulse responses are related by an
amplitude and time scaling by wg.

With the above in mind, let us now proceed to calculate hy(t);
conversion to h(t) is then immediate.

From (D-%), setting we=1; hence, K=1, we get¥

(N-1) (N-1) (N-1)
1 2 : 1 2 1 2 1
— I = n it ;N=o0dd
(s-a0) 1=t (s-ag)(s-ag®)  (s-ap) i=1 (s-ay) 1=t (s-ay*)
Hy(s) = (D-11)
N/2 1 N/2 1 N/72 1
Il = I n ; N=even
\ i=1 (s-aj)(s-aj*) 1=1 (s-ay) i=1 (s-aj*)

*
Recall that the poles of Hy(s) are called aj, as per (D-6).



Performing a partial-fraction expansion yields

/ =1)
Ao 2 By Ci
) + N=odd
<’(s-ao) t=1  (s-ay) (s-a;*)

Hu(s) = (D‘]Z)
N/2 By Cy
+ N=even

\ 1= (s-a3) (s-a;*)

where the coefficizants Ag, Bj and C; are found by standard formulae, as shown
below. Assuming for a minute that N=odd, we have

Ay = Hu(s)(s-ao]l

S=ag
Bj = Hy(s)(s-ag) i=1,2,...,(N=1)/2 (D-13)
S=aj
C; = Hy(s)(s-a,*
s=a;*
Thus, using (D-13) into (D-11) yields
{(N-1) (N-1)
1 2 1 2 1
Bj = Hi ¢ PR
(aj-ag) k=1 (ag-ax) k=1 (aj-ay')
K=l
N=o0dd (D-14)
(N-1) (N-1)
1 2 1 2 1
ci = * 1 * 1 * *
(ag*-ap) k=1 (a;*-ay) k=1 (ag®-a™)
k=

Since ag is real (it corresponds to a real pole)}, we conclude from (D-14) that
Ci = Bi* ; i=1,2,...,(N-1)/2 (D-15)

30 that only the Bj's of (D-14) need to be evaluated. Furthermore,

(N-1) (N-1)
2 1 2 1

Ag = I — = 1 (D-16)

1=1 (ap-aj)(ag-ai*) i=1  |g-ay| 2

It follows from (D-12) and (D-15) that H,(s) is given by

(N-1)

Ag 2 By By*

Hy(s) = —+ ) + (D-17)

s-ap 1=t (s-aj) (s-a;”)



Let

oj = Relay} (D-18a)
and

wi = Im{ay} (D-18b)
so that

aj = o0f * jwj (D-18¢)

The inverse Laplace transform of (D-17) is then

(N-1) * (N-1)
apt 2 ajt * ajt apt 2 ajt
h,(t) = Age + ] Bye + Bj e = Ay -2 ) Re%Bi e %
i=1 i=1
or
(N-1)
agt 2 oit Juit
hy(t) = Age +2 ] e Rezsi e % (D-19)
i=1

which is a real function, as expected. In (D-19), Ag and Bj are given in
(D-16) and (D-14).

In an entirely similar way, when N=even,

N/2 o4t Juwit)
h(t) = 2 ] e Rei{Bj e { (D-20)
i=1
with
N2, W2
By = 0 —— I — (D-21)
kel (ag-ax) k=1 (aj-a")
kel

The poles aj can also be expressed in trigonometric form as

N=odd

in in

ay = -cos(— +J sin(—) ; i=0,1.,,,(N-1)/2
N ) N
Nl e’ Nt e’
0i wi
(D-22)

N=even

(2i-1) = (2i-1) =
aj = -cos( -) + Jsin( -) i i=1,...,N/2
. 2 N 2 N

\’\/\/M/
o4 wi



APPENDIX E

SIMULATION OF THE MRD MODIFIED FOUR-PHASE COSTAS LOOP

By

Jack K. Holmes



The analog version of the modified four-phase Costas loop is
illustrated in Figure E.1. Let the received signal be described by

r(t) = f2P; my(t) cos(wget + 8) + 2P my(t) sin(wget + 0)

then the detected signals will be

e1(t) = [Py m(t) cos(e-8) + /P mg(t) sin(e-§) (1)
and
ep(t) = - [Py my(t) sin(e-8) + /P; my(t) cos(e-B) (2)

In order to utilize the results on a digital computer, we digitize
the above equations to yield

e1(k) = /& mq(k) cos(8(k)-8(k)} + 2/& my(x) sin(6(k)-B(k)) (3)
and

ex(k) = - V& my(k) sin(e(k)-8(k)) + 2/& mo(k) cos(e(k)-8(k))  (4)

where we have let P, = 4Py because of the 4:1 power ratio, and A = Py.
Out of the 1.8-MHz lowpass filters, we can write

k
g1(k) = ] eq(n) hy(k-n) (5
n=0
and
k
ea(k) = ] ex(n) n,(k-n) (6)
n=0
where
-2m n fg Tg
h(n) = e (7

with Tg representing the symbol duration and fy being the 3-dC cutoff of the
arm lowpass filters.

(k)

(k)
Now let the output of the limiters be denoted L, and Ly . Then

Li(k) = sgn(e1(k)) (8)
and

La(k) = sgn(ez(k)) (9)



The analog version of the modified four-phase Costas loop is
illustrated in Figure E.1. Let the received signal be described by

r(t) = J2P] my(t) cos(wget + 8) + 2P ma(t) sin(wget + o)
then the detected signals will be

er(t) = [Py m(t) cos(e-8) + [P, mg(t) sin(e-) (1)
and
ep(t) = = [Py my(t) sin(e-8) + JPp mp(t) cos(e-8) (2)

In order to utilize the results on a digital computer, we digitize
the above equations to yield

ey(k) = VA my(k) cos(a(k)-8(k)) + 2/& mp(k) sin(e(k)-8(k)] (3)
and

ex(k) = - /& m(k) sin(8(k)-8(k)) + 2/K ma(k) cos(8(k)-8(k))  (4)

where we have let P, = 4Py because of the 4.1 power ratio, and A = Pq.

Out of the 1.8-MHz lowpass filters; Wwe can write

K
g1(k) = ] eq(n) hy(k-n) (5)
: n=0
and
k
ex(k) = ] ep(n) hy(k-n) (6)
n=0
where
-27 n fy Tg
h(n) = e (7

with Tg representing the symbol duration and fg being the 3-dB cutcff of the
arm lowpass filters.
(k) (k)
Now let the output of the limiters be denoted L, and Lp . Then

Li(k) = sgn(e1(k)) (8)
and

Lo(k) = Sgn(Ez(k)) (9)
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The output of the second multipliers is given by

z21(k) = ¢e1(k) Lalk)
and .

2p(k) = ea(k) Ly(k)
Out of the difference, we have
z(k) = Ay 29(%) - za(k)
where Ay = 2 for our case. Now the ocuiput-phase estimate is given by
B(k+1) = B(K) + K, Tg z(k)
for the first-order loop which is wucilized in this simulation. Now,

2a BL(Ts £g)
K, = =

SRERE

(10)

(11)

(12)

(13)

(14)

relates the closed-loop one-sided noise bandwidth, B, to the recursion gain

KL. The Y parameters are the riltering loss of the respective data bit
streams, i.e,

Y = df < 1
- (f
1+ |—
fo)
and
© )sz(f)
Yy = af <

J
- f
4 4 | —
o

Before the loop, the test filter (prelimiter) and limiter, plus

(15)

(16)

a

bandpass filter, are located and modcled in the simulation. The resulting

baseband-equivalent model is illustrated in Figure E.2. The recorder signal

model composed of a noise burst plus two sweeping tones were coded in the
prcgram,
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ADDENDUM 3

RF COVERAGE ANALYSIS



TECHNICAL MEMORANDUM, AXIOMATIX

TO: JSC/EE8/J. Ratliff November 10, 1983
FROM: Axiomatix/J. Porter

CUBJZCT: STS-9 Ascent RF Coverage; Comm Support Formulation

The enclusure provides the recommended STS-9 ascent-phase STDM
support plan and the corresponding predicted Orbiter S-band PM
automatic antenna switching up to and including TDRS ascent
support, as derived from analysis of the STS-9 Cycle 1 reference
trajectory. This information has been provided informally to
FS4 GC's (Ground Controllers) per request and is currently
baselined for STS-9.

The use of MIL and PDL embodied in items (1) thwough (7) on the
enclosure is the standard scenario utilized for past missions and
is unchanged for STS-9 (but the Orbiter automatic antenna
switching called out is different from the past as a result of
the 57° inc.). The ground-station and TDRS scenario from i.em
(8) through item (ll) is all new and is the result of two new
considerations for the STS-9 migsion: (1) the first TDRS suppert
of ascent, and (2) the first 57° inc. mission, all previous
missions being ~28%0, or approximately due east.

Because ofothe 57° inc, unlike previous missions BDA *.. .1 be a
low-EL (<5°) and hence marginal pass. This led to the
recormmendation of the new MIL/BDA H/O time in item (8) of 6%
min versu- the previous 5% min. BDA 0C-EL horizon break will
oceur lster for sTS-9 (about 5:40 M:S MET) while MIL is still
above 5°EL until 6:30 and also offrrs a significantly stronger
link than BDA. :

The recommended BDA/TDRS H/O of 9 to 9% min in item (10) was
predicated on BDA showing line-of-sight terrain maskiag just
after 9% min. Based on this recommendation, 9% min is currently
baselined.

Enclosure

cc:
JSC, EE8/W. Teasdale
B. Batson
JSC, EE/R. Sawyer
J. Johnson
Axiomatix, G. Huth



ENCLOSURE
(Page 1 of 2)

‘.ecommended STCN Supvort and Corresvcondinag Predicted Orbiter

1. 0:00
(Liftoff)

2.~0:09
(M:S MET)

3.~0:12

4. ~0:21

S.~0:23

6. ~0:46

7.~2:30

‘8. =6% min*
9.~ 8:05

10. 9-9% min*
11. 27% min

Antenna Switching for ST5-9 Ascent

Orbiter S-uand PM antenna: ULA, i.e., Upper-
Left /Aft-Beam

Switches to LLA at PDL horizon break. PDL is now
switching target. (Link is still thru MIL and
remains strong because slant range is small.)
Line-of-sight changing rapidly (see attached figure,
PDL part):; switch to LRA indicated. Switching
target still PDL, link still MIL.

To URA

To URF (Note: May not occur; line-of-sight barely
goes into URF region)

Back to (or still on) URA. PDL is still target;
link is -1so normally handed over to PDL at about
0:45.

Link .2d bhack tc MIL, and MIL becomes target for
ant. switching. Probably stays on GRA but also
close to ULA (see attached ficure, MIL plot).
Handover to BDA; goes to ULF.

5ctill BDA; goes to ULA and remains thru BDA LOS
or until BDA/TDRS H/O.

BDA/TDRS H/0; goes to LLA

Still TLRS; goes to ULA

* New; recormmended



ENCLOSURE
(Page 2 of 2)

OF PCOR (lramia i

J ORBITER UL QUADRANT UR

-~

* 000 (LST0FF)

o= |

MIL

BDA

DL

TDKRS

A0S = Acq. of Sight
LOS = Loss of Sight

Shuttle Line-of-Sight Look Angles to MIL, PDL, BDA, and TDRS
During STS~9 Nominal Ascent (Ref. Traj: Cycle 1)



TECHNICAL MEMOPZNDUM, AXIOMATIX

TO: EE8/J. Ratliff Janiary 28, 1984
FROM: Axiomatix/J. Porter

SUBJECT: Shuttle STS-8 Mission DTO 702 Report

STS-8 was the first Shuttle mission operation of communications
via a TDPS satellite for both S-band and K-band comm. DTO 702
was an STS-8 c.mm flight *est to exercise different operational
configuratiors; of the Orbiter's S-band comm system towards
establishing f£'ight readiness of TDRS-mode operation. K-band
had separate Di10O's, 710, 712, and 724.

DTO 702 required exercising S-band comm thru TDRS using HDR and
LDR, with and without spreading, with and without encryotion,
Hi-Freq and Lo-Freq operation, acquisition without doprler corp-
ensation, plus a test part to verify that antenna and Leam
switching occurs at the projected bouncaries.

The DTO assessment report is enclosed. ™T0 702 is considered
successful and completed. Assessment was based on the LES8
standard postmission data product CCOOlF, with data printouts
extracted per EE8 direction by Lockhe=d-EMSCO; and postmission
reports distributed bv the different mission operation groups:;
Plus discussions with mission personnel. The repcrt is co-
authored by D. O'Herron/Lockheed-EMSCO, being a cooperative
effort, and thus will also be provided under Lockheed-EMSCO cover.

ﬁ””"f')

ames A. Porter
Enclosare

ceC:
JSC, EE8/W. Teasdale
S. Novosad
B. Batson
EE/R. Sawyer
J. Johnson
EE3/J. Seyl, W. Seibert
EE4/M. Luse
Axiomatix, G. Huth
Lockheed-EMSCO, D. O'Herren



REPORT ON STS-8 DTO 702

January 26, 1984

Prepared for James E. Ratliff, Manager NASA/JSC Task 530,
RF Coverage Analysis, EE8/Systems Analysis Office, Tracking

and Comminications Division, Johnson Space Center, NMNational
Aeronautics and Space iédministration.

by

O fers A Vit

Dave O'Herren

es A. Porter
Lockheed Engineering and omatix
Management Services Company

Approved:

(e
/ f,grf{{
J.E. tl: £

w/Managt-:r, Task 530

LEMSCO-20146 Axio-1/84-HR2



Report on STS-8 DTO 702

STS-8 was the first Shuttle mission operation of communications
via a TDRS satellite for both S-band and K-band comm. DTO 702
was an STS-8 cormm flight test to exercise dirfferent operational
configurations of the Orbiter's S-band comm system, towards
establishing flight readiness for TDRSS-mode operations. K-kand
comm had separate DTO's, 710, 712, and 724, and these are being
addressed in other reports.

Specifically, DTO 702 reguires exercising S-band comm thru TDRSS
using HDP and LDR, with and without spreading, vith and without
encryption, Hi-Freq and Lo-Freq operation, acquisition without
doppler compensation, plus a test part for assessing antenna

and beam switching. Table I identifies the comm system configura-
tion elements addressed by each of the parts of 702. The

criteria for success for each test part is simply proper end-to-
end operation of the S-band link when exercising the configuration
elements of that test part. More specifically, success is promptly
establishing and continuing data lock. For purposes of the DTO,
timely lock plus 3-min sustained operation is defined as adequate
demonstration of success.

For this resport, postflight d«ta was available only from the
Orbiter, and hence the assessment is based largely on forward (FWD)
link performance; return (RTN) link observations from mission
operation reports are included in the assessment when and where
aprlicable.

Assessment

All tests required by DTO 702 were performed. %ach designated
configuration element was exercised. Since the purpose of the
DTC was to simply establish that eich Table I configuration is
operational, timely lock plus a nominal 3-min sustained operation
is defined as successiul demonstration. To minimize the opera-
tional inconvenience of .frequent configuration changes, the
mission plan allowed that each configuration might be exercised
the entire TDRS pass time, roughly an hour, of the orbit
scheduled for that configuration. The scheduled orbits are
listed in Table II. With these orbits as a guide, the mission
time periods shown in Table II were selected for ordering post-
mission data for analysis and assessment.

Data tabulations for these periods were prepared and first
reviewed to ascertain if the proper configurations were employed
and for what portions of these periasds. The configurations
selected by mission perscnnel for DTO 702 purposes are listed
with corresponding DTO parts in Table XX, These are total
configurations and thus include selection elements which are
incidental to the DTO, as can be seen by comparison with

Table I. For example, per Table I, 702-1 requires a period of



Orbiter operation with the low set of operating frequencies,
2041.9-MHz receive/2217.5-MHz transmit, as opposed to 2106.4-MHz
receive/2287.5-MHz transmit. Per Table II, the planned or
designated configuration for 702-1 correctly includes Lo-Freq
selection, whereas the other configuration elements are

optional with 702-1.

The processed data shows that designated confiqurations were

in some cas2s employed throughout the Table II periods, some
roughly half, and some others much less. Since these configura-
tions per se were not reguired, attention was directed to any
confiqurations meeting Table I requirements. The data was then
reviewed for seaments meeting this criteria and also of at least
3-min duration, per the assessment guideline.

Such segments were found in the data set for the pericds in

Table II in all cases except 702-2 and of course 702-9 since,

as noted in Table II, the source-data tape for the 702-9 period
was faulty and a re-order failed to clear the problem. The 702-2 -
data shows HDR with spreading (SPD) beginning at the very end

of the data period and providing only a few seconds of data lock.
However, mission reports indicate this was successfully demonstra-
ted shurtly thereafter in a S5-min interval early in the next
orbit, orvbit 77 (247:00:27 -~ 00:32).

The assessment of the individual parts of 702 is as follows:

® 702-1. Successful. Extensively demonstrated throughout
an entire TDRS pass, ~50 min.

e 702-2, Not adequately demonstrated by the data but mission
reports indicate successful demonstration not in orbit
76 but shortly thereafter early in 77, in a 5-min segment
247:00:27 - 00:32. A supplemental data request is
considered unmerited. Rated: (qualified) Successful.

e 702-3. Successful. Much like 702-1 above.

(702-4 replaced by 702-10 and 1l as explained in Table I)

® 702-5., Successful. Data indicates approximately 6 min of
good operation during orbit 25. Non-related p:rocedural
problems and shortened TDRS support reported.

® 702-6. Successful. Acquisition without doppler
compensation was demonstrated during normal mission
operation. There is one exception, high positive
doppler such as at the beginning of a TDRS pass where the
doppler is +50 khz or more. With doppler comp inhibited
at AOS on orbit 88, the Orbiter transponder did not lock
to the FWD link, confirming a previous ground test result.

e 702-7. Successful. Data shows an interval approximately
of 20 min of successful 702-7 operation during orbit 54,

(2)



e 702-8. Orbit 37 data shows only a short 702-8 test interval.
Non-related procedural problems were reported for much of
this orbit but the data appears to indicate a minimal period
of successful 702-8 operation. Mission reports also state
successfully demonstrated. Rated: Successful.

e 702-9. Not assessable by our data, source-data tape faulty,
problem not cleared by re-order. Reported successfully
demonstrated in miss‘on reports. Rated: (qualified)
Successful.

e 702-10, 1l1. Successful. Assessment of roll plane and
pitch plane antenna and beam switching, comm mode configura-
tion optional. Data shows switching occurs at each
antenna and beam switching boundary. Some residual minor
discrepancies as to precise boundaries remain after allowing
for 2° hysteresis, and also allowing for relatively fast
19/2-gec rate-of-change versus a 2-sec staleness factor.
Discrgpancies typically less than 59, with one on the order
of 109.

Conclusion

DTO 702 is considered successful and completed. Adequate tests
ere conducted for ail ten DTO parts.

(3)



TABLE I. - Parts of STS-8 DTC 702 (S-band)

702-1
702-2
702-3
702-4
702-5
702-6
702-7
702-8
702-9

Lo~-Freq Operation

HDR; SPD

HDR

(Deleted*)

LDR

Acqg. without Doppler comp
Encrypted; D/L LDR, U/L LDR, SPD
Encrypted; D/L HDR, U/L HDR, SPD
Encrypted; D/L LDR, U/L LDR

702-10, 11 Antenna and beam switchingassessment

(roll ard pitch planes, respectively)

¥ part 702-4, originally the part requiring antenna and beam
switching assessment, was deleted and replaced by 702-10
and 11 to parallel 712-1 and 2, a K-band DTO which
fortuiticusly already provides roll and pitch plane

rotations.

(4)



DTO
Part*

702-1

702-2

702-3

702-5

702-6

702-7

702-8

702-9

702-10

702-11

STS-8 Designated
configuration For .
DTO Part

'LDR/Coding/SPD/Lo-
.Freq

HDR/Coding/SPD/Hi-
Freq

HDR/Coding/Hi-Freq

. LDR/Coding/Hi-Freq

LDR/Coding/SPD/Hi-
Freq, No Doppler
Comp

LDR/Coding/SPD/ENCRP/

Hi-Freq

"HDR/Coding/SPD/ENCRP/
Hi-Freq

LDR/Coding/ENCRP/
Hi-Freq

LDR/Coding/SPD/Hi-
Freq

LDR/Coding/SPD/Hi~-
Freq

Reported
Orb "t No.

orb.

Orb. )

Orb.

Orb.

) Orb.

Orb.

Orb.

Orb.

Orb.

Orb.

¥ 702-4 deleted (achieved in 702-10, 11)

(5)

9

76

13

25

88

54

37

69

49

65

TABLE II.- STS-8 DTO 702 Postmission Data Set

Period of Postmission

Data Obtained (GMT)

242:19:05 - 20:01
(55 min)

246:22:06 - 23:00,
plus 23:43 - 23:59
(70 min)

243:01:31 - 02:25
(54 min)

243:19:40 - 20:30
(50 min)

247:17:04 - 17:57
(53 min)

245:14:30 - 15:25
(55 min)

244:12:50 - 13:50
(60 min)

(Not available; bad
data tape)

245:06:38 - 07:30
(52 min)

246:06:20 - 07:31
(71 min)



TECHNICAL MEMORANDUM, AXIOMATIX

March 26, 1984
T0: EE/J. E. Ratliff

FROM: Axiomatix/J. A Porter
SUBJECT: Shuttle STS-8 Mission DTO 710 Report

STS-8 was the first Shuttle mission operation of cormurications via a TDRS
satellite for tath S-bhand and K-band corm. DTO 710 was an STS-8 comm

flight test to exercise different operational configurations of the Ortiter's
K-band comm system towards establishing flight readiness of K-band operaticns.
S-band had an analcgous separate DTO (702) which was previously reported.

The intent of DT0 710 was that K-band comm be exercised and verified in each
of the various combinations of FWD and RTH modes, with and without spreadirg,
and with and withcut encryption. Additionally, that K-band aca be demonstrated
in both the zutoratic and the manual modes, that K-band failover to S-band be
demonstrated ard fnaily, a demonstration of maintaining tracking and comm
during an CMS burn.

The DTO assessment report is enclosed. DTO 710 is ccnsidered successful
overall. Cne item is assigned TBD, as iata products are being further
analyzed for completeness. Assessment was based on the EE8 standard post-
mission data product CCOOTF as extracted and reported ~n by LEMSCO/D.
O'Herren per EE8 direction, and various mission reports and data from direct
mission support personnel or organizations. The report is co-authored with
D. O'Herren and hence will also be forwarded under Lockheed-EMSCO cover.

v 7 ST
James A. Porter

Enclosure

ce:
JSC, EE8/UW. Teasdale
S. Novosad
. . EE/R. Sawyer
J. Johnscn
EE3/J. Seyl
W, Seibert
EE4/M. Luse
Axiomatix, G. Huth
Lockheed-EMSCO, D. 0'Herren



REPORT ON STS-8 DTO 710

March 14, 1984

Prepared for James E. Ratliff, Manager NASA/JSC Task 530, RF Coverage
Analysis, EEQ/Systems Analysis Office, Tracking and Communications Division,
Johnson Space Center, Maticnal Aeronautics and Space Administration.

s oa (W \,/ < 33 [sy ﬁmj 7’4@%”{ 3ot

Dave 0'Herren James A. Porter
Lockheed Engireering and Axiomatix
Management Services Company AX10-3/84-HRY

Approved:

s

//l g ¢, (ﬁt/v’/
ames k. Ratl1i

Manager, Task 530




Report on STS-8 DTO 710
3/14/84

STS-8 was the first Shuttle mission operation of communications
via a TDPS satellite for both S-band and K-band comm. DTO 710
was an STS-8 comm flight test to exercise different operational
configurations of the Orbiter's K-band comm system, towards
establishing flight readiness for K-band comm via TDRSS.

S-band comm had an analogous separate DTO (702) which was
previously reported.

The intent of DTO 710 was that K-band comm be exercised for

each of the various combinations of FWD and RTN modes, with

and without spreading, and with and without encryption.
Additionally, that K-band acquisition be demonstrated both in
the automatic mode and the manual mode, that K failover to
S-band be demonstrated and finally, a demonstration of main-
taining antenna tracking and the comm link during an OMS burn.
Table I identifies the comm system configuration elements addressed
by each of the parts of 710. The criteria for success for each
test part is simply proper end-to-end operation of the K~kand
link when exercising the configuration elements of that test
part. More specifically, success is promptly establishing and
continuing data lock. For purposes of the DTO, timely lock

plus 3-min sustained operation is defined as adequate demonstra-
tion of success.

For this report, postflight data was available only from the
Orbiter, and hence the assessment is based largely on forward
(FWD) link performance; return (RTN) link observations from
mission operation reports are included in the assessment when and
where applacable.

Assessment.

All tests required by DTO 710 were performed. Each designated
configuration element was exercised. Since the purpose of the
DTO was to simply establish that each Table I configuration item
is operational, timely lock plus a nominal 3-min sustained
operation is defined as successful demonsti:tion. For each item
in Table I, mission personnel defined a system configuration to
include that item, and a mission period (orbit) in which that
configuration would be exercised. The complete { .ght-designated
configurations corresponding to the Table I items are listed

in Table II. The orbit during which each configquration was
exercised, as reported by mission personnel, is included. With
these orbits as a guide, the mission time periods shown in Table
II were selected for ordering postmission data for analysis and
asgessment., Data tabulations for these periods were prepared and
first reviewed to ascertain if proper configurations were employed
and for what portions of these pericds. Seagments of proper
configuration were then addressed for an assessment of DTO test



results. Such segments were found in the data set for the periods
in Table II in all cases except 7i0-1, -3, and -7. For the
latter two, data either was not available and/or was faulty.

For 710-1, the data for the orbit identified (21) shows the
Orbiter uplink deta source as being S-band rather than K-band
during all of the data period except for 3 min., and for these
3-min. shows the K-band FWD mode to be mode 1 (216 KB) instead o.
the designated mnde 2 (72 KB). This is at odds with mission
support personnel reports that 72 KB was utilized and that 710-1
was successfully demonstrated in orbit 21. Whecher the data

is erroneous, Or a processing error incurred, or the wrong orbit
reported, etc., is being 'noked into + the interim, DTO part
716-1 is rated as "Successful (gualiiied)” since it was directly
reported accomplished by the mission comm officer (INCO).

Table III provides as assessment of DTC 710 by parts.



TABLE I. - Parts of STS-8 DTO 710 (K-hand)

710-1. K U/L 72KB St

710-2 K U/L 72KB UNSPD

710-3 K G/L PM Mode; K U/L 216KB Mode UNSPD

710-4 K failover to S

710-5 (1) K D/L PM ENCRP; (2) K D/L FM ENCRP
710-6 K acqg. while in D/L PM ENCRP

710-7 K U/L 72KB ENCR.'/UNGPD

710-8 (1) K manual acg; (2) K track thru OMS kurn



DTO
Part

710-1

710-2

719-3

710-4

710-5

710-6

710-7

710-8

TABLE II.- STS-8 DTO 710 Postmission Data Set

STS-8 Designated

K-band Configuration Reported
For DTO Part Orbit No.
FWD Mode 2 (72KB)/RTN orb. 21

Mode 2 (FM). SPD On,
ENCRP OFF/ENCRP OFF

FWD Mode 2 (72KB)/RTN orb. 82
Mode 2 (FM). SPD OFF,
ENCRP OFF/ENCRP OFF

FWD Mode 1 (216KB)/RTN orb. 87
Mode 1 (PM). SPD OFF,
ENCRP OFF/ENCRP OFF

FWD Mode 1 (216KB)/RTN Various
Mode 2 (FM). SPD ON,
ENCRP OFF/ENCRP OFF

FWD Mode 1 (216KB)/RTN orb. 54
Modes 1 & 2. SPD ON,
ENCRP ON/ENCRP ON

FWD Mode 1 (216KB)/RTN orb. 37
Mode 1 (PM). SPD ON,
ENCRP ON/ENCRP ON

FWD Mode 2 (72KB)/RTN orb. 69
Mode 2 (FM). SPD OFF,
ENCRP ON/ENCRP ON

FWD Mode 1 (216KB)/RTN orb. 48
Mode 2 (FM). SPD ON,
ENCRP OFF/ENCRP OFF

¥Data could not be obtained or was faulty.

Period of Postmiss.
Data Examineé (G¥T)

243:12:45 - 13:40

247:07:22 - 08:22
247:15:30 - 16:21*
Various

245:14:30 - 15:23
244:12:50 - 13:55
246:12:32 - 13:30*
245:05:03 ~ 06:18



AL &; v&s
Fonort €a 3T%-9 DTO 711
3/19/¢€4

All parts cf 70O 711 were previously verified in STS-8

DTC 710 excerw for exercisino and verifvine K-band RTM link
PM mecde channel 3 NOR in the highest BDR, 48 MB. This report
acdresses this lazter.

The 43-¥B LET2 was exercised nurerous times in STS-9, per
mission remcrts. Cn ranv occasicns perfcrmance was veported
as very catisfzctcry. Cccasions vhen it was not can cenerally
be trezces tc cirzurstancas such as K-kané link octaages due to
anterna blccrace or crscuraticn and/or outases unrelateé to
48-"B rerformence. TI<r purposes cf this DTO, a sarnle per:iod
of sustaires nrecer czta flow is sufficient verification of
the 43-"3 canebility; rence, timely lock plus 3-min sustairned
operation witx ccoé cata is defined as adecguate cderonstration
of success.

Assessrment

Discussicns =itk missicn personﬂel identified several voricd

of 4§-23 cozraticn vwhich were free of anv blcckace, etc outsces
not germzns to vhether or not the 48-M3 charnel orerates oroper-
ly. One o2 these cericds, a 13-min interval frer 33€:21:42 to
336:21:55 D:z:¥ ¢¥7, was one for which EZ8 standarc pestmissicn
data prciucts were also available. This veriod wvas selected feor
DTO 711 assess~ent. P7N link cerforrance, such as sicnal strenath
and cata loci, is not an available vostrission éata product.
Hence, the assessment of RTY link 40-M3 vrerformance rust be eval-
uated bv a co~kination of Crbiter cnboard cenficuratisn status
data and RTX link periormance repcrts from mission personnel.

Orbiter datz ccnfirms that the Orkbiter K-band svstem was cenfia-
ured, as recuired, for RTY Mcde 1 (P!} with Channel 3 HDR at 48-'3
throuchout “he rerioé selected. icsion surport rersonnel revor:
1002 cata cuility for the receiveé 48-MB data alsc throuchczt the
period. ™0 71l is therefcre rated successful ané corpleted.

v



‘111 ‘11 “}
Sd318 NI G3AT0ANI SLY0443 ANV 3WIL JAISNILXI IHL ONISSVJAE ‘Al dILS 1V ATIVILN3SS3
Nv93d ‘33N A3LS3JINVW NOISSIW V OL ¥IMSNV NI NYOE ATSNOINVINOGS 7S,0.U M3J V

14043y Tvidod 010 °IIA

INIWSS3SSY ANV SISATUNV NOISSINLSOd “IA

e () L L) B
NO1 LYYOdUOINT NOISSIW ‘A

SNLVLS 0LQ ONINIVLIY °Al
| SNLVLS Yid ININIVILY ‘111
S1S3L (HO114 40 NOTLYINWYOS AYWNIWIIINd 1
(S,034 1531 174) S,Y4Ld IAVAIANVD AJLINIAI OL WILSAS 40 M3IIAIY JAISNIHIUAWOD I

5010 V 40 S3YVLIS QN7 Mum<=¢ )
dr



*SNAVLS 0LQ °0YLNOD ANV NOILVLIN3WNJ0Q WYUI0Yd ANV NOISSIW OLNI NOILVUYOJNOONI 040 @
*NOILJ373S NOISSIW *ANIWNOISSY NOISSIW ¥Od SLSIJINVW NOISSIW 40 MIIAIY @

SNLVLS 010 9NINIVLLY :'Al J¥Yd

*SNLVLS ¥1d °"SMITAIY TYNI4 SENYIS °SNOILVINWYO4-3Y ‘SISIWOYIWOD ‘SMITA3Y-3Y o
*SALVLS YLd-ILVAIANYD *SMITA3Y TVIINHIIL “SMITATY WVY¥O0Nd @

SNLVLS ¥1d ONINIVLLY *'I11 luvd

*913 ‘S3IONVLISIA “SLNIWNOYIANI ONILVYIMO 40 3ONVY V YIAO 7LHOITY V¥ NI @
NOI11VY3dO 40 SNOI93¥ 3TINV-)007 ¥IIHL ANV SVNNILNV SNOIYVA 3HL ONISN @
*313 ‘300W-$198 73IAOW-SSYAL 73AOW-NALSD NI fSNOILVAENOIINOD ANV SLN3INOJWOD 3SIJ¥3X3 oL @

S1S3L 1H9IT4 40 NOILVINWJOd AYUNIWINId :°11 luvd

SWILSAS d4Y¥ QYVOENO Y3IHLIO WOH4 SNTd ‘SWILSAS
43J~-NON GY¥VOENO Y¥3HLO WOYd NIVLE0 ONVY OL 3QIAOYd LSNW WILSAS JY¥ HIV3 LVHM SS3ISSVY o

SLIWIT “SINIVYLSNOD ‘SOILSIYILOVYVHI ‘S3UNAII0Ud NOILVY¥IdO
-G3N1GWOD MINIT 3HL 40 ON3 ¥3HLO0 3IHL LV (S)WILSAS 3HL HLIM NOILVNIGWOD NI ¥3AI3D3Y
V SV GONV H3LLIWSNYYL ¥V SV “)INIT 44 NMO SLI NI 1708 S,W3LSAS dY¥ 130 HOV3 SS3SSY

SNOILVY3QISNOD NOISSIW-3T8VINVA INOILYYIJO TILVYIILNI-3TIIHIA SSISSY
SLNIWNOYIANI ONILVYIMO "SLIWIT ‘SINIVYLSNOD ‘SLN3IWIYINOIY JO NOILVINIT3Q
$30OW ‘SNOLLVYNIIINOD ‘SLNINOIWOD WILSAS JO MITAY3A0

S,¥1d JLVAIONYD A1INIQT OL M3IAZY W3LSAS 130 JAISNIHRUGH0D 31 L¥vd
(5,014 13J)




13043y szmou 01Q 40 vLLIWENS aNV NOllvdvd3dd ©
*MIIA3Y GNY NOILVINWHOJ Ldvyd 1¥0d3Y °AN3WSSISSV OGNV SONIANId @

180434 W04 010 :°11A Luvd

NOJLVWYO4NI 3JMN0S ¥IHLO 40 NOILYHOJHOOINI fSISATVNY ANV NO11DNG3¥ ViVd

Vivd 3TEVIIVAVNN 40 SANNOYVIYOM ANV ONISS3II0¥d Vivd

S3IOVLINOHS YO VIVA ALTINVY Y04 SY3QYO-3Y ANV ONIN3IIYIS-IYd (SLONAOYd ViVA MVY 40 LdI13DFY
*313 “SINIVYLSNOD YIMOMNVW/ALITIIVY FSHY3IAYO ALIYOINd-YIHOIH OL 3INA SAVI3d

153N03Y Vivad 40 IViLIWENS-3Y ANV SAOTY3Id 1S3l TvALIY 40 NOILV2I31L1N3QI NOISSIW-1S0d
a3y¥Ino3y SLoNA0Yd Vivad ANV SA01¥3d 1S3t

G3NNVId ONILSIT 1S3N03Y VAVA AYYNIWINAYd 40 TVLLIWENS ANV NOLLVINWHOJ NOISSIW-34d @

INFUSSISSY UHY SISATVIV NOISSIWISOd ¢'IA livd

SNOILVINWYO04-3Y YO ON1TINA3IHIS-3Y NOISSIW Ad G3YINVIY SNOILVY3LI-I¥ @

MOH QONV “3Y¥3HM szmtz 'L¥HM S$3AIAOY¥d OHM ‘@7WOM V1VG-NOISSIWLSOd HLIM NOILVNION00D @

.5 SLVWYO4 ANV SWYO0d 3T8VIIVAV GNV SINIAIUNSYIW
FIGVILIVAY 40 4§17 ;huz NOILVI3Y¥Y0D fQ3¥INLIY SINIWIUNSVIW I1d4133dS 40 NOILVINWY0S - @

" 3NITTAWIL NOISSEW OLNI 3LVYOJYOINI ANV ‘S3IUNA3I0¥d I14123dS
aNV OIYVNIOS meFMMh<4:zcom 01 T3INNOS¥3d NOISSIW G3NIISSY HLIM SNOISS3S ONINNVId @

NOTLVdOdYOINI NOISSIW *'A ldvd




(*7e13U3SSD 9 plnom

2oumsisse jJuowaBeusw !§8330nS8 INOYIIM Unaq aaey BIBp dducwioyrad Uil NLY SHIL UTBIqO 0) suorssyw ised ut
8330333) °*pua 18yl uo paute(dxd aq ued wapqoxd ayil 3T 805 a1 SYQL Syl 103 viPp Sn3eIS snofofeue )oos 03
aq pinom 11ed puodas e ‘uorisuerdxa Aue apyaoid 03 pay,e¢J APIS 1911q10 Yl Jo uorie8risaaut syl j3g

*(813p10-31 1€ 103 duwns ‘iaaouiny Aep-1 e ‘*9°1) avddns
shoi1Tpadxa 1IN} yitm pajuswatdwy aiam (¢) pum (1) J¥ S»90m moy @ uf paiatdwod aq pinod jaed styj

*9ouaiajax 10j soassed pooB aswos Butinpio soarnbal os[e STY[ °*sowll OSdY] IB S8NTEA (BUWOU-]IN pBY
si1ajowraed waishs wwod Aue JT MOYs prnom 1ey) vIBp urelqo ‘patyj] cuorieanBrjuod waisds pue sassed
peq uaomi1aq S5UIPTIUTOD Auv JT 9a5 pun BIBP UTEIQO ‘puoday  *210 ‘jusipenb 3321 13ddn Byl io ‘uoflaa
asou ay) ur Jo ‘uorBar [1e3l Ayl uf &1 IyYdye-jJo-autr| oyl usym Huraindd0 se yons uidlled e moys sassed
PEQ 941 JT 938 pue ‘ufw G+ 03 NBAIG UOZTIOY SOV SHAL wWois *Syl, 03 SoT3ue 30Ol y231d/110¥ 1911940
a4y aopio *1saf4 *smor[03j sr pazdoad prnod ‘(z) 4ad 110ddns (N ay1 puE ‘(1) woxy Boy aylr ity

STTE,,

ssfe(ap 8uoy ur I[NSAI ASTMINIT 2SaYl 10 suolranaisut Buragpadxa ayi ur Ino payiads Arred13723ds aq

IS0 *279 ‘eiep pEqQ 03 INP SI0PJ0-IY *SYIUOW 0IU UNI uwd 9sImidylo {A3tsotid 4itm parrpadxa

aq 1sny ‘wiep uolssiwisod apfaosd 01 [auuosiad eirp-uorssiwisod 19nsIsuy 03 Juswaleuew poaN A

*3eAlq uozZ}a0y SYQJ JO awp) 1amis W0 Aq Ajfiuapl  °boe pueq-g pakefop eyl paduariadxa

ko1 aaoym sessed oyl A31Iuapy 03 [auvosiad uoyiesado UOTSSTw 1In13SUT 03 JudwaBeuew paaN ]

SHLISNOAYAUd

W3780d. 93y-a3hvrza )i-sus zpL BZA14AV 01 MY



ADDENDUM 4

A TOROIDAL ANTENNA PATTERN FOR CENTAUR ISPM



== Axiomatix

9841 Airport Boulevard ® Suite 912 e Los Angeles, California 90045 e Phone (213) 641-8600

September 12, 1984

TO: Heinz Wimmer

FROM Richard S. Iwasaki

SUBJECT: A Toroidal Antenna Pattern for the Centaur ISPM
CONTRACT:  NAS 9-16893

The present General Dynamics Centaur antenna design is essentially
omnidirectional and therefore is not suitable for the Solar Polar mission
which requires a moderate gain toroidal pattern along the Centaur vehicle
axis. A modified biconical array is proposed as a candidate configuration
for achieving this toroidal pattern since it is readily adapted to the
existing Centaur deployable antenna concept.

The biconical radiating .element provides an inherent toroidal
antenna pattern. Circular polarization is readily achieved by using ortho-
gonal dipole elements spatially separated to provide the quadrature phase
relationship. In this particular case, the circular symmetry of the biconical
element is utilized to minimize the axial ratio considerations at the pattern
extremes fore-and-aft of the Centaur vehicle since the biconical array axis
will be perpendicular to the Centaur vehicle axis. The gain of the biconical
array can be increised to the desired value by simply increasing the number
of biconical elements in the array, as illustrated in Figure 1.

A simplified biconical dipole design has been developed based
on the standing-waves of the radiating dipole element. The basic concept
is to appropriately bend the dipole element to accommodate circular polariza-
tion. The dipole length is adjusted to permit three standing half wavelengths,
sketched in Figure 2b. If the radiating current direction is superimposed on
the shaped biconical radiating element, as shown in Figure 2¢ it is apparent
that circular polarization is obtained. Use of an appropriate dielectric such
as a ceramic can decrease the dimensions of the biconical element to optimize
the antenna pattern.
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a) Expanded Standing
Wave Dipole

b) Standing Waves

c) Radiating Current
Elements

Figure 2. Radiating Currents on a Standing
Wave Dipole



ADDENDUM 5

BER DEGRADATION DUE TO CENTAUR TRANSMITTED
BIT TIMING JITTER NOISE THROUGH [HE SHUTTLE
PAYLOAD COMMUNICATION SYSTEM
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SUMMARY

It was determined that the Bit Error Rate (BER) degradation,
due to just the DCU bit timing jitter, is approximately 0.04dB. It is
concluded that this is a negligible amount of degradation.



1.0 CENTAUR TRANSMISSION TO THE SHUTTLE

The basic concern in this report is the bit error rate caused
by the transmitted bit timing jitter, including continuous or discrete spectral
components. The source of the bit timing jitter originates in the Digital
Computer Unit (DCU), which modulates the Centaur subcarrier and in turn,
phase modulates the carrier, see Figure 1. After S-Band transmission to the
Shuttle Orbiter, the Payload Interrogator (PI) demodulates the carrier, ana
the data bits in the PSP bit synchronizer. Frame synchronizing is also done
in the PSP. Figure 1 illustrates the system in block diagram form. Figure 2
shows the PI and Figure 3 illustrates the PSP.

2.0 CENTAUR DCU MODEL

The transmitted signal is described by

s(t) =/2A sin @ t +0d(t) sin fwg t =6,]) (1)
where d(t) is the data modulation on the subcarrier. Then the detected signal
out of the subcarrier demodulator is given by

y(t) = 2 cos [(t)] cos [s . (t)] Ji(e) d(t) (2)
where A is the r.m.s. carrier amplitude, ¢(t) is the RF phase error, ¢Sc(t)
is the subcarrier phase error, 0 is the subcarrier phase modulation index, and
d(t) is the data bit stream. The data process d{t) has timing jitter imbedded
in the transition times.

For the general case that the timing jitter has both a continuous
spectral density, plus discrete line spectral components, the bit timing error
expressed in radians is given by

=2 [ 11-H(f)|%§9 (f)df+2§ ll-H(fk)lzx(fk) (3)
where the first term is due to the continuous timing bit jitter, and the second
term is due to the discrete line components in the bit jitter process with
weighting A(f,).
ConverSIOn to timing (5) Jitter in seconds is given by

of = (Zﬂ) ¢ R seconds (4)
where T is the bit duration in seconds. In equation (3)5, (f) is the single
" sideband timing bit jitter expressed in the rad®/Mz. Consgquently, doubling
the integral, weighted by the bit synchronizer loop error response [1], yields
the variance of the bit timing error jitter, LinCom Corporation [2] has
done the measurements for the curve of 16kBPS Manchester data and it is shown in
Figure 4. We see that there are no discrete line components in the resulting
spectral density.
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The second term of equation (3) is the contribution of the
discrete line spectral components. Now let us determine how to compute the
value of A(f.). For clarity, assume that two spurs are phase modulated on a
carrier. We model this signal as

x(t) =/2A sin (u t +8  sin wit+ Bssin w,t) (5)
or

x(t) =V2A sin (wot cos (B1 sin wit+ 5, sin wzt)) (6)
+/2 cos(«'ot sin (B1sinwxt+B82 sin wzt))

Assuming that J (B) = 1 (|8i|<<lallows us to obtain

x(t) = Y2A S‘inwot +mJ§(81) [S'inﬁno‘l'u& )t-sin (mo- ml)t] (7)
+V2R 91(8,) [sin (w +w,)t - sin (w-w)t]

Hence, it can be deduca2d in the Nth phase ir?odulatf.n spur case that we have

x(t) = V2A sinwot +m2.11(§].)[sin(wo+wi)t - sin(woowi)t]

i=1
(8)
Since
n
In(8)z 2 | 8]<<1 (9)
"N
We have N
~ i . {— Ej N _ . -
x(t) =v2A s1nu,°t + Zli\j‘z [s1n(w°+w1)t sinfw, wi)t] (10)
Hence the line (spur) components above w, have (rms) dBc values of
dBc; = Ei% rad® (ss8) (11)
and Bi= 2.10 4B;/20 (12)

The 1line components below W also, have the same dBc values. Hence, the
total mean squared timing jitter exoressed in rad? (using single sided notation)
is given by

© N
a2z 2/ |11-H(F) 22 (f) df +Z|1- H(F, )|%(8E /2 13
5= 2 (F) g *11- WO )I2(5 /2) (13)
3.9 SQURCE OF BIT ERROR RATE DEGRADATIUN

In this section we will discuss various sources of possible bit
error rate degradation. First consider asymmetry with NRZ symbols, which are
illustrated in Figure 5.



BIT SEQUENCE BIT WAVE FORM PROBABILITY OF THAT
WAVEFORM

111
— p’
> § .
110 i - Pq
m v .
101 . Pq

}

100 i pq;
011 > P q
2 pq-

001

000 >

q3

Figure 5. NRZ Asymmetry in a Three Bit Pattern



As can be seen in the figure,"zero" bits are wider than
“one" bits so that in six cases out of the eight cases there is no degra-
dation; one case(110) has a relative energy loss of (1 - 26 /T) , and
the last case (010) a relative energy loss of (1 - 4§/T), with§<T/4. Hence,
we see that the asymmetry will degrade two of the 3 bit sequences, and hence
the overall Bit Error Rate will be degraded. Further details can be found in
reference [3]. Since, to the first order, asymmetry degration is not affected
by bit jitter, we will neglect it in what follows.

Next we consider bit duration jitter and see how it is related
to the bit tracking jitter. Let the transmitted time epochs have a numinal
bit duration of T seconds, then transmit time epochs are given by

T(t5) = T+ 3T + ¢ (14)
where

€= (T +jT) (15)
and ty = To + iT (16)

withej being the transmitted bit jitter process. As we noted above, the time
base jitter is assumed to be the linear sum of a random component, plus sin-
usoidal terms representing the spurs.

It follows that the duration of the jth bit has a duration
D(t) given by

D(t5) = T(tj41 ) - T(td) = T + (€541 - €5) (17)

Hence, the duration is nominally T seconds but is perturbed according to (€j+1 -
ej), which is a random sequence. In other words, the duration of the bit
integration time (bit synchronizer estimate of the bit duration) is a random
sequence varying around the mean value of T seconds, with 1/T = R the bit rate.

Hence, we see that the effect of duration jitter is to expand
and contract the bit integration time. Consider Figure 6, which illustrates
(a) a zero timing error at both edges, and (b) consecutive timing errors €,
and €.

Note first that 1f|ell>lezl,then duration jitter has no effect.
Secondly, if the timing error process has most of the bit jitter noise spectral
density located below the data rate, then €,=€, and-again bit duration does not
contribute to BER. We conclude that bit duration jitter has a much smaller
component of BER degradation than bit jitter itself.



‘)ntegration Timin&

W, Bit Timing el

€ -

10

<4

& Integration Timing -

L W, Bit Timing

~

(a)

Figure 6. NRz Exampie of Duration Jitter

(a) No Error
(b) Errors €, and €&

(b)
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The above discussion is for NRZ, but the same argument
applies to Bi-¢ -L data too, that is, bit duration is small compared to the
bit timing error.

4.0 UIT ERROR RATE PROBABILITY FORMULATION

To estimate the bit error rate, we consider the bit timing jitter
which can be broken up into (a) a component slow compared to the data rate
and (b) a component fast compared to the data rate. For convenience, we use
the frequency f=R,, (the data rate) as the dividing point between region (a)
and (b). Then we model the bit timing error €(t) as the sum of two statis-
tically independent processes in the form

€(t) = € (t) +e4(t) (18)

with € (t) the below R, timing error component and €y(t) is above Ry timing
error component. We, then, assume thatél(t) is constant over the duration
of one bit time and €y(t) varies very fast over one bit time. Let the re-
spective variances be given by'af and Chz . Now the bit error rate, gi&en
that a transition occurs, is given by

PE(E| Tr) = QV2R' (1 —2€L)] (19)
Tl -t2/p
: = dt

where Q(X) ‘[E e (20)

Rl= E[1 - ji%:l (21)
oo A ‘u/z"u
JZvoﬁ_m T

Also, the bit error rate, given that no transition occurs, is given by

PE(e | TV) = QIVER™(1 - ‘-‘-lTﬂ—)] Jelt (23)
4| ¢

where R" = E[1 - -J?-J-] (24)
R = .- -€§/202

or -—--j [1 - 4Bl 9% e, (25)

and, therefore, the resulting probability of error, for equally likely data,
is given by
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1 e, w 2 @
_ _€2q2 -t /2 1 o 02 o
PE Ino, [e L/ ’ ]e dtde + ;;;——/e {/2" fe tZ/%tch
-0 ‘ L = 00 ‘ e
Jz'a‘u--i-LLJ ) 2w (-4
R ) N, g2
where Ny < Rp of = Zfbil-"‘(f)l P9(F) df +Z | LH(F e X
(3 k=1 2
(27)
fu N 2
2 2 Y . 12 ek
o = 2f [1-H() 22 (F) df 3) 0 £)® —— |
R K= 8N 2 (28)
b
where fn, SRy (29)
fy, 1% Ry (30)
and also,
f

with Bl«li being the bandwidth into the bit synchronizer.
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5.0 NUMERICAL EVALUAYION OF 0;,
We need to evaluate the value of

f
o = 2[ Fplf) [1H(} df , rad® (32)
[o]

with f, being the upper limit of the timi.g jitter noise, as determined by the
bandwidth into the bit synchronizer (250 kHz). R. Helgeson, has indicated .v
the author that the bit synchronizer oop bandwidth is between 2 and 10 Hz.
Assuming a damping factor o 0.707, we hava that

[1-H(F)]| = = (33)
f“'l- fn't

and fp = 0.38 = 0.6 to 3 Hz. To obtain worst case, we let f, = 0.6 Hz. Then

(32) becomes

-+

f
2 '8 £
o
g= 2| ¥ (f) d 34

fo T 40,1296 (34)
where fu is the upper frequency 1imit and is 250 kHz, as is clear from the Tow-
pass filter feeding the 3 bit A/D converter in Figure 3.

Evalvating the integral yields the bit jitter

0= 0.64 (35)
or

€. =0.00178, fractions of a bit (36)

T

Note th-* we have included all the bit timing jitter (phase ncise) as being
below the data rate; whereas, a major portion exists above the ¢:ta rate. How-
ever, this approach bounds the performance, since any other apportionment
yields Tower PE.

6.0 EVALUATION OF THE BER DEGRADATION

Using the worst case assumption for the phase (assumes tha: all
the non zero density exists below Rp) yields a werst case estimate for the BER
degradation. Using the value of 0.00178, we find using equation (26) or equiv-
lently Figure 12.21 of Holmes [1], that 0.4 dBdegradation occurs at 15?— = 0.01L.

Using linear extrapolation, again, a pessimistic assumption yields an estimated
degradation of 0.04dB!
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We have not ircluded thermal noise, nor the fact that the
loop is actually a discrete loop in our BER degradation cstimate. It was
understood that, the intent of the analysis was to ascertain the degrada-
tion based on bit timing jitter only, and not thermal effects or imperfec-
tions in the loop.

CONCLUSION

It was determined that the bit error rate (BER) degradation,
due to DCU bit timing jitter, is approximately 0.04 dB. It is concluded that
this is a negligible amount of degradation. Neither thermal noise, nor the
discrete nature of the loop has beer included in this analysis. It is felt
that a full bore simulation would be needed to estimate the effects of the
discrete loop. However, it is doubtful wnether the discrete nature of the
loop would add more than 0.1 dB. It was concluded that, due to the very
involved nature of the loop, it would not be reasonable to construct a simi-

ation.
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TECHNICAL MEMORANDUM NO. M8U4O4 -

TO: S. Novasad DATE: April 6, 1984
FROM: U. Cheng FILE: NAS9-16893

SUBJECT: Bit-Error Rate of the Concatenated-Coding System
With Multiple Encryptors

- m wm e e m m e @ e m W W e E @ T e W W M M e M e E em @ W E a w e e W W™ W m o

1.0 SUMMARY

The bit~error rate (BER) performance of a single-channel
concatenated-coding system with multiple encryptors is discussed in this
memor andum. The general block diagram of this system is shown in Figure 1.
The BER's of this system at the output of the RS decoder and each decryptor
are shown in Figure 2. At BER = 10'3. decryptor #1 causes a degradation of
0.14 dB, decryptor #2 causes an additional degradation of 0.023 dB and decryp-
tor #3 cavses an additional degradation of 0.01 dB. It is also worth noting
that, due to the steepness of the curves, a small amount of degradation in SNR
still implies a large difference in BER. All results presented in this memo
are for the ideal concatenated-coding system. The effect of antenna dropout
is not included.

2.0 INTRODUCTION

The BER performance of a single-channel concatenated-coding system
with multiple encryptors is discussed in this memorandum. The general block
diagram of this system is depicted in Figure 1. -

The decryptor output-error model described in [1] can be summarized
as follows:

° Each decryptor input error bit will result in an output error
burst of a fixed lergth of 100 bits and a fixed bit-error density of 0.5

] If two input error bits are separated by less than 100 correct
bits, the courresponding two output 100-bit arror bursts abut or overlap to
form an extended-length error burst with the bit-error density remaining 0.5.
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Le: us call a string of correct bita of length N which is sandwiched
by two error bits as a wait of length N. Based on the above model, it is
clear that a wait of length N > 100 in the input of the decryptor will result
in a wait of length N-99 in the output of vue decryptor. If all three decryp-
tors shown in Figure 1 are identical, we have the result shown below.

Lemma
Let

NJ = the length of a wait in the output of decryptor #j,
1¢3¢3
and
No = the length of a wait in the output of the RS deccder.
A wuit of length Ng in the output of the RS decoder will then result in a wait

of length Nj in the output of decryptor #j such that
0 if Ng < 99J
No - 993 1f No > 993 + 1

The above result can be understood by a simple example., A wait of
length 300 in the output of the RS dscoder will result in a wait of length 201
in the output of decryptor #1. This wait of length 201 will then result in a
wait of length 102 in the output of decryptor #2. Finally, a wait of length 3
Wwill result in the output of decryptor #3.

3.0 DECRYPTOR OUTPUT BER

Since the output of the RS decoder has very complicated error sta-
tistics, some assumptions must be made. We assume that the eight-tit RS sym-
bols in the output of the RS decoder are mutually independent. Let Pgg denote
the RS symbol-error probability and Ppg denote the bit-error probability. It
is well known that
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vhere we assume thai each RS symbol containsg £ bits. If the eight-bit RS
symbol is considered, one has

Pgg =~ 0.502 Pgg

Letting Lg = the length of a run of inecorrect RS symbols and Ng = the length
of a run of correct RS symbols, clearly

and

Therefore,

and

Prob{Ng = n} = (1 - pgg)™! Pgg (3)
£-1
Prob{Lg = &} = Pgp (1 - Pgg) ()

1

(5)

-ﬁs = E{Ns} - (6)

.
PSE

Now, a wait of length Ng RS sy.oois {n the output of *he RS deccder will
result in a wait of length Nj bits in the output of decryptor #j such that

where

It is easy to see that

0 ’ if Ng < Cgy = 1
(7)
8Ng - 994 , if Ng 2 Cgj
13 ir j=1
25 if j=2
38 if j=3
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Cqi-1
Prob{Ng > Cgjl = (1 - Pgg)

and

Z n(! - PSE)H-1 PSE
n=Cs; 1+ (Cgy - - )Psg
EfNg | Ng > Csyt - "
(1 - Psg) 3 P3E

Therefore, the BER in the output of decryptor #j can be expressed as

1 Prob{Ng > Css} E{Ny}\ 1

PBEJ"]- ~ = -

2 — 2
8(Cg+Ng)

Csj 995
1 - (1-Pgg) 1+ Cg; -(1 - )psg

Hence, one ends up with

1 13 3

Pegr = 3 (1 -(1 - pgg) (1 ~3 PSE)) (8)
1 5 6

Ppgo = 2‘ (1 - (1 - PSE) 1 - E PSE) (9)
38 1

Pgg3 = = (1 - ['I - PSE) (1 - 5 PSE)) (10)
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Given Pgg at the output of the RS decoder, Pggy, Ppg2 and Pgg3 can
be computed by (2), (8), (9) and (10). These results are plotted in Figure 2.
At BER = 10‘3, decryptor #1 causes a degradation of 0.14 dB, decryptor #.
causes an additional degradacion of 0.023 dB, and decryptor #3 causes an
additional degradatior. of 0.01 dB., It is also worth noting that, due to the

steepness Of the curves, a small amount of degradation in SNR still implies a
large difference in BER.

Reference

1. E. E. Dodd, "Encoded Multiple-Encrypted Data Transmission Bit Error
Rate," Lockheed Services Technizal Report, December 1983.
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1.0 SUMMARY

In this memorandum, tne bit-error rate (BER) of the concatenated-
coding system with differential encoding is studied. The differential encoder
should be implemented before the convolutional encoder and after the RS ccde
encoder and RS symbol interleaver. This scheme is shown in Figure 2. The
BER's of the concatenated-coding system with and without differential encoding
are shown in Figure 3, which illustrates that the use of differential encoding
will cause a degradation of 0.02 db in a wide range of BER (10'3 - 10'7). The
result presented in this technical memorandum is for the ideal concatenated-
coding syatem. The effect of antenna drcpout is not included.

2.0 TECHNICAL DISCUSSION ‘

The BER of the concatenated-coding system W#ith differential encoding
is studied. The two possible ways in which tc implement the differential

encoder are listed below:
1. The differential encoder is implemented before the Rs encoder

2. The differential encoder is implemented after the RS encoder

and RS symbol interleaver, but before the convolutional encoder,

The general block diagrams of the concatenated-coding system with
differential encoding are depicted in Figures 1 and 2 for the first and second
methods, respectively. The first method is worse than the second for the
following two reasons:

1. The RS coder used in the first methcd must satisfy the property
that its generator polynomial does not contain x-1 as a factor. Due to this
requirement, th2 RS code with the reversible generator polynomial int:oduced
by Berlekamp [1] cannot be usad.

2. Due to the symbol deinterleaver betore the RS decoder, the dif-
ferential deccder in the first method may cause more dsgradation than the
secon¢ method,

»
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Figure 3. The BER of the Concetenated-Coding System With and Without Differ-
ential Encoding; The (7,1/2) Convolutional and the (255,223) RS
Codes Are Used
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Let us consider the second method in the following. We first note
that the Viterbi deccder will generate error bursts at its output. The dif-~
ferential decoder will then process the data with these error bursts. After
passing the differential decoder, the number of error bursts will not be
changed and the length of each error burst will be increased by one, ssume
that. there are M error bursts in a string of N output bits at the output of
the Viterbi decoder. Let By,Bs,...,By denote the length of these M error
bursts. For the case without differential encoding, the number of L-bit RS
symbols which can be in error is upper bounded by [2]

M
Y Bi+ g -1 (1)
f=1 )

Therefore, the RS symbol error probability at the input of the RS decoder is

M M
] B+ 2 -1 1 By
1=1 ) (L-1)M  ia=1
PCSE = = + (2)
N N

N
T

For the case with Jdifferential encoding, the number of &-bit RS symbols which
can be in error is upper bounded by

M
! (By*1) + 2 -
i=1 2 (3)

Therefore, the RS symbol error probability at the input of the RS decoder is,
in this case, given by

M
I By
W™ i=y
Pesg = — + ———— ()
N N

Let Pggy = bit-error probability in the output of the Viterbi decoder, 8 =
bit-error rate in the error bursts at the output of the Viterbi decoder, and
PBurat = average number of error bursts in the ouiput of the Viterbi decoder.
Then one has
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Pgg1

LPgypst * s If differential encoding is used

P = (5)
PRE1

(2-1)Pgyrst * , if differential encoding is not used

The simulation results on Ppyprsts Ppgi» and 8 for (7,1/2), (7,1/3), (10,1/2)
and (10,1/3) convolutional codes are available in [2]. The bit-error proba-
bility foilowing the RS decoder can be corputed by the following equation:

- £ )

2 2-1f2 \ i+e 1 2 ~1-1
Ppg < — ) (2 -1) — Pcsel(t - Pesg) (6)
£ i=e+1 i )
2 - 2 -1

where Pogg is the RS symbol error probability at the input of the RS decoder,
each RS symbol contains £ bits and 2e+1 is the designed minimum distance of
the RS code.

In Figure 3, we show the BER of the concatenated-coding system with
and without differential encoding. It shows that the use of differential en-
coding will cause a degradation of 0.02 dB in a wide range of BER {10-3-1077).

References

1. E. R. Berlekamp, Bit-Serial Reed-Solomon Encoders," IEEE Transactions on
Information Theory, Vol. IT-28, No. 6, November 1982, pp. 869 - 874.

2. R.L. Miller, L. J. Deutsch and S. A. Butman, "On The Error Statistics of
" Viterbi Decoding and the Performance of Councatenated Codes," NASA/JPL
Publicacion No. 81-9, September 1, 1981,
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1.0 INTRODUCTION

This report discusses several key issues relating to Space Station
(SS) communications. The type of communications discussed are between the SS
and a group of 18 users consisting of a combination of free fiiers, unmanned
orbital-transfer vehicles (0TV's), manned orbital-transfer vehicles (MOTV's),
teleoperator maneuvering systems (TV's), and extravehicul r mobjlity units
(EMU's). The return-l1ink communications from the aggregate of the users is re-
ferred to as the user multiple-access (MA) return link. Because the MA return
Tinks must simultaneously support TV links, voice links and telemetry links
from a multitude of users, the network compri ing these 1inks poses a more dif-
ficnit design than the forward link (SS to user). Thus, this report concenirates
o trade-offs and performance issues for the return MA links.

Since the highest data rate which the MA return link must handle is
for digital TV, it is appropriate to include a discussion of digital TV herein.
Thus, a comprehensive survey and analysis of digitai TV techniques aned imple-
mentaticns compri<e a vital part of this report. Motivated by a desire to pro-
vide AJ protection to the TV links, several digital TV systems capable of bit
rates on the order of 2 Mbps are discussed.

The SS MA return-link antenna-design requirements are particularly
challenging due to the MA return-link requi. .ent to simultaneously communicate
with up to 18 users (to a range of 2000 km). Consequently, Section 5 of this
report discusses several antenna approaches that can be considered in meeting
these requirements. Also included in Section 5 ° the performance of sclid-
state, Tow-noise amplifiers (LNA's) and high-power amplifiers (HPA‘s) as a
function of frequency. The performance obtainable ‘rom these devices will have
a strong influence on the choice of MA Tink frequency. At present, it is felt
that, because of the military-satellite work at 44 GHz and the NASA work at
30 GHz, a good choice of high-perfcrmance devices will be available at thesc
frequencies.



2.0 EXECUTIVE SUMMARY

Axiomatix has examined alternative modes of return-link (user to Space
Station) multiple-access (MA) communications. Basic requirements of the Space
Station (SS) return-link system consist of the following:

(1) service 18 users simultaneously, seven with television (TV) and
four with voice

(2) user vehicle range can vary from 100 m to 20CO km.

./ data rates can vary from 2.048 Mbps (compressed) to 64 kbps slow scan. If
required, 22 Mbps TV service can be provided by reconfiguring the receiver to
a single TV channel and expanding the bandwidth slightly. Telemetry channels
run at 64 kbps  ahich includes user synchronization, and voice (delta modula-
tion) channels run at 16 kbps.

Two methods of MA channelization in the presence of jamming are exam-
ined: frequency-division MA (FDMA) and time-division MA (TOMA). A third, code-
divisicn MA (COMA), is not considered practical with this number of users in a
jammed environment. Principal trade-offs between FDMA and TDMA are complexity
versus timing requirements. FDMA has the following advantages relative tc TDMA:

{1) 1lower burst rate and lower user EIRP

(2) greater MA network capacity in the antijam (AJ) mode.
TDMA has the following advantages relative to FDMA:

(1) less complex receiver hardware

(2) less complex antenna: single-beam versus multiple simultaneous
beams

(3) does not require user power control for simultaneous near/far
operations.

The SS is assumed to be the mes:er node in either system.

The performance of phase-shift and frer. ‘ency-shift-keying (FSK) modu-
lation is examined. Quadrature-phase-shift-keying (QPSK) modulation is practi-
cal for the longer symbol times used in FDMA. Methods of coherert and ncncoher-
ent demodulation are discussed, including a new technique for acquirirg rapid
phase reference. Multiple-frequency-shift-keying (MFSK) is examined; it is
shown that 4-ary MFSK is superior to higher order modulations for conserving
the data bandwidth.



For systems-comparison purposes, it is assumed that error-correcting
coding is employed, with a channel bit-error rate (BER), Pc’ less than 10'2,
and a decoder BER, Pp, less than 107,

The FDMA system with QPSK and coherent demodulation has the perfor-
mance edge over TDMA; however, the complexity of the FDMA system, particularly
the antenna requirements for 18 simultaneous high-gain beams, may be the de-
ciding factor. At this point, a clear-cut choice of multiple-access tzchnique
(i.e., TDMA or FDMA) cannot be made. Further analyses and hardware trade-offs
are required.



3.0 BASELINE COMMUNICATION REQUIREMENTS

The communication systems described in subsequent sections address
the multiple-access (MA) return-link requirements, which are a subset of the
Space Statior (SS) communication requirements described in "Space Station Pro-
gram Description Dccument, System Regquirements and Characteristics, Book 3,"
published in November 1982. Users in the MA network, derived from Table 2.7-2
of the requirements document, includes six free fliers (FF's), two orbital-
transfer vehicles (0TV's), two manned orbital-transfer vehicles {MOTV's), two
teleoperation-maneuvering systems (TMS's) and six extravehicular-mobility units
(EMU's), for a total of 18 network members. Users range is from 100 = to 2000
km. Each user is given one 64-kbps telemetry channel. In addition, any seven
of the 18 users can be given a 2-Mbps TV channel upon request. The manned units
require voice on the return link. Any twe of the six EMU's and two OTV's can
be given a voice channel.

The above requirements are considered a baseline for the MA system.
Enhancements will increase the capacity of the system and additional require-
ment: for MA at extreme ranges can reduce system accessibility. The ensemble
of users is outlined in Tables 3.1 and 3.2. Table 3.1 shows a baseline group
of 18 users, with TV limited to a 2-MHz bandwidth. Table 3.2 depicts an expand-
eu group of users, with one user having a 22-MiHz TV channel. The MA user com-
munity consists of unmanned OTV's, FF's and TMS's, and manned OTV's and EMU's.
The difference in communication requirements between the unmanned and manned
units is the voice requirement for the manned units. The exact capacity of the
expanded system in mode 2 is dependent cn the specific overhead requirements of
the various MA schemes considered.

We also discuss the acquisition requirements of the MA schemes consid-
ered. Acquisition is a cooperative procedure between the SS and a user request-
ing access to the network. In particular, accurate time synchronization is
needed to accommodate MA waveforms with minimum multiuser interference. The
requirement for time synchronization implies that irelative ranges be established
between the user and the SS, with either a navigatior or an acquisition protocol.
More detailed discussions of acquisition are covered in later sections describing
specific MA schemes, but an underlying assumption is that the SS is the master
node.



Table 3.i. Baseline User Group, MA Return Link

Number of Simultaneous Users Data Type
.7 2 Mbps TV or digital data
plus
18 64 kbrs telemetry, including
synchronization bits
plus
4 16 kbps digital voice

Table 3.2. Expanded User Group, MA Return Link

B Number cf
Mode Simultaneous Users Data Type
1 22 Mbps TV
plus
1 18 64 kbps telemetry
plus -
4 16 kbps voice
o
2 Any combination of 2 Mbps TV, 64 kbps telemetry and
16 kbps voice requiring less than 25 Mbps total capacity




In addition to range knowledge requiremenrts for time synchronization,
MA schemes employing simultaneous reception of energy from multiple users (non-
TOMA systems) may require transmit-power control by each user, based on range,
in order to ensure that the SS receiver is needed to prevent close-in users

from suppressing 1+ -~-rarae users. All system designs considered incerporate
AJ modulatiun.



4.0 MULTIPLE-ACCESS LINK-DESIGN TRADE-OFFS

4] Frequency-Division Multiple Access

4.1.1 Introduction

This section discusses the use of frequency-division multiple access

(FDMA) for meeting the return-link requirements of the users given in Table 3.1.

ithough the discussion given here addresses a clear mode, i.e., a non-antijam
communication network, it will be shown in section 4.2 that the FDMA concepts
outlined here can be extended to provide antijam (AJ) protection.

One of the most common usas of FDMA is seen in communication-satellite
repeaters, wherein a major communication resource--the satellite repeater--is
shared by a large number of users who access the repeater by employing differ-
ent carrier frequencies. This concept is illustrated in Figure 4.1. Each of
the several transponders can be viewed as a separate resource that can be shared
by utilizing FDMA. A typical 36-MHz repeiater can have an FDMA scheme wherein
approximately 1600 users, each having a bandwidth of about 20 kHz, can access
the transponder simultaneously. In this discussion, this concept will be exten-
ded to the Space Station (SS).

4.1.2 Discussion

The FDMA user return links must be capabie of supporting television,
voice, and telemetry. For each user, these services could be FOM'd together
before transmission. However, since each service would already be digitally
encoded, TDMA makes much more sense when combining. This concept is shown in
Figure 4.2, which illustrates a typical FDMA user employing all three services,
such’as MOTV or EMU. Prior to error-correction encoding, the required data rate
(referring to Appendix A) would be 2 Mbps for TV, plus 16 kbps for voice, plus
64 kbps for telemetry, or 2.08 Mbps. When rate-1/2 error-c/. rection encoding
is used, the symbol rate is 4.i6 Msps. QPSK eor SQPSK modulat.on could be used,
so that the required RF channel bandwidth would be on the order of 1.5 x 2.08 =
3 MHz. However, it is desirable to include a ranging capability. This capa-
bility is readily provided by means of a PN range code and can be conveniently
added via quadrature phase moduiation of the carrier, as shown in Figure 4.3.
The PN range code could also be added by exclusive OR'ing with the symbol
stream that is split in two, which is also shown in Figure 4.3. A top-level
functional block diagram of a user transmitter/receiver with ranging provisions
is shown in Figure 4.4.
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Figure 4.1. The FDMA Concept as Applied to the Communication Satellite Repeater
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2.08 Mbps 4.160 Msps

TV 2 Mbps
——————

4.160/2 Msps RF
Voice 16 kbps Rate-1/2 Rate | I 1 OPSK Bandwidth

TDM [—*

Encode o .. ]4.160/2 Msps 3.3 MHz
Split "> o Modulator
Q

TLM 64 kbps
—

(a) Channel Modulation, No Ranging

TV RE
4.160 Msps .
Voice ToM Rate-1/2 ——pH GPSK Bandwidth
™1 Encode o Modulator {zg .5 MHZ.
TLM
B
Range Code
(b) Channel Modulation with Ranging, Option 1
4.16
2.08 Mbps 4.16 Msps 2 MSPS
AR L“gd{ -
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Voice oM | Rate-1/2 l 4 q | Bandwidth
’ Encode o ,,L\ =6.5 MHz
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{c) Channel Modulation with Ranging, Option 2

Figure 4.3. FDMA Channel Modulation with Ranging Option
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A candidate FDMA channel allocation is depicted in Figure 4.5. This
allocation allows all seven TV users to transmit a return-video signal simultan-
eously. Each of the remaining 11 users are allocated a 1A0-kbps channel which
will simultaneously provide both-voice and telemetry services. This FOMA allo-
cation plan requires approximately 55 MHz of RF bandwidth, assuming a frequency
guard band of 0.5 MHz between the full-service (TV, voice and telemetry) chan-
nels and 40 kHz between the voice and telemetry channels. The choice of fre-
quency guard bandwidth is dependent on user transmitter-oscillator stability
and adjacent channel interference from modulation spectral spillover. The mod-
ulation spectral spillover is dependent on the specific modulation fermat, the
lTinearity of the user transmitter, and/or the SS receiver. Since the user
transmitter power amplifier would probably be operated in a saturated mode, a
modulation that minimizes spectral spillover with a hard limiter will be chosen.
Some of the modulation candidates are stiggered quadriphase-shift-keying (SQPSK)
or tamed frequency modulation (TFM). A plot of the relative modulation rolloff
of these and several other spectrally efficient modulations is shown in Figure
4.6. An additional driver on guard bandwidth is intermodulation products. The
exact choice of guard bandwidth must be investigated further.

Another pcssible FDMA channel allocation is shown in Figure 4.7.

While it does not provide the full flexibility of the previously discussed allo-
cation, this allocation does meet the minimum requirements for simultaneous user
MA return-link service. Furthermore, it requires only 22 MHz of RF bandwidth
compared to 55 MHz for the former allocation. The best choice of FDMA alloca-
tion requires further investigation but, for the purpose of this report, the
former allocation (i.e., 55 MHz RF bandwidth) is chosen as the FDMA baseline.

Figure 4.8 shows the conceptual top-level block diagram of the SS
return-link FDMA receiver. The common resource shared among MA users is the
receiver front end, including the first two downconverters and IF's. Beyond
that, a DMOD and a TOM DMUX are required for each user channel, which leads to
as many as 18 DMOD's and 18 DMUX's for the SS MA return-link service for FDMA.

This proliferation of receiver equipment is the result of any FDMA
scheme wherein the stringent timing requirements and high burst rates of TDMA
are traded off for an FDMA receiver entailing a much greéter amount of hardware.

As indicated in the black diagram of Figure 4.8, AGC is provided at
the front end of the receiver. However, the approximately 110-dB dynamic range
required to accommodate the distance range of the MA user return links poses a
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a difficult problem for the AGC design as well as maintaining the required
linear-amplitude range. Two approaches can be considered in solving this prob-
lem. 7The first approach is to group the users' frequency allocations into two
35-dB-amplitude groups. As an example, the first group would be the "close-in"
group and the distance range of this group would correspond to a signal-power
range of 55 dB. Likewise, the second, or “far-away," group would also ccrre-
spond to a 55-dB signal-power range. The total RF band could then be dividad
into two, with one half of the band dedicated to each user group. Ther, the IF
amplifier and AGC control scheme shown in Figure 4.9 could be used to provide
AGC independently as well as 55 dB of dyramic range to each group.

The second approach in accommodating the 110-dB signal-power range
is to use active power control on the return link. This would effectively nar-
row the signal-power range to something much more tractable, say, on the order
or 50 to 60 d8, or even less if required. Users of the more distant ranges (up
to 2000 km) would utilize their full EIRP, whereas users at the closer ranges
would lower their EIRP. The user could determine its appropriate EIRP setting
" by either forward-1ink command or sensing tne AGC level of the user forward-1ink
receiver.
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3.2 Frequency-Hop FOMA Fcr Antijam Performance

4.2.1 introduction

The concepts of FDMA that were discussed in section 4.1 can be
extended to provide antijam {AJ) protection in which AJ can be added by fre-
quency hopping the carrier frequencies. This section discusses the approaches
and performance of FK FDMA for the space scation (SS) multipie-access (MA)
Tinks.

4.2.2 Discussion

AJ protection can be obtained by either direct-sequence (DS) spreal-
ing or frequency hopping (FH) the data. In the DS case, the 2.13( -Mbps data
rate necessitates an inordinately high and impractical PN chip rate, e.g., in
order to obtain 30 dR of processing gain, a PN code rate of 2 x 109 chips per
second would be required. This high a rate is unworkable for many reasons.

If frequency hopping is utilized, the full-service user (2.160 Mbps)
would be spread over approximately 2 GHz so as tc obtain 30dB of processing
gain. The amount of AJ protection is determined from the relationship:

J/$S = PG, - E /N
dB ¢B b JdB

where Eb/NJ is the energy-per-bit-to-noise-density ratio necessary to meet the
performance requirements; usually, a final BER of 10'5. The Eb/NJ also depends
on the choice of data modulation and type of jammer. In keeping with the con-
cept of extending the FDMA concepts to AJ, "+ shall first consider QPSK data
modulation. The Eb/NJ required for QPSK c: determined from the curve given
in Figure 4.10. We shall consider the perforance requirement tc be BER = 10'2
(uncoded which, assuming a rate-1/2 convolutional code with Viterbi decoding,
is equivalent to BER = 10-5 coded). Then, from Figure 4.10, Eb/NJ is approxi-
mately 11 dB, an amount to which we must add 3 dB in order to account for the
rate-1/2 coding. Thus, the Eb/NJ required for FH-QPSK against a tone jammer is
approximately 14 dB. This means that, for the 2-GHz hopping bandwidth, i.c.,
PG = 30 dB, the J/S is only 16 dB. By increasing the hopping bandwidth to 4 GHz
and using soft-decision decoding, the J/S is approximately 20 dB.



6 Eb/N0 =0 d8

Eb/NO =3d8

Eb/N0 =6 dB

3 5 9 12 15

Ey/N; (dB)

Figure 4.10. Worst-Case Pb versus Eb/NJ; FH-QPSK {Tone Jamming)
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Use of QPSK modulation requires that a coherent carrier reference be
obtained. This can be accomplished by either closed-loop techniques, such as
a Costas carrier-tracking Toop, or open-loop phase-estimation techniques. The
open-locp phase-estimation technique is preferred since it requires far less
time than a Costas loop to generate a conerent phase reference. This is partic-
ularly true since the frequency hopper «ould be noncoherent; thus, requiring that
a new phase acquisition be accomplished at the start or each hop. If we postu-
late a hopping rate of fh = 4 x 103 hoos/second, there are approximately 2x106/
4x103 = 500 bits per hop. Bv using an open-loop phase-estimation technique, as
described by Viterbi and Viterbi [2], it should be possible to lose no more than
25 of these bits to the phase-acquisitior process at the start of each hop, i.e.,
approvimately 0.2 dB loss. A block diagram of the Viterbi phase-estimation pro-
cess is shown in Figure 4.11. Since this concept is relatively new, it should
be investigated further for its applicability to SS MA communication.

An alternate data wodulation to coherent QPSK ithat may be suitable
to SS AJ communicaticns is M'ary FSK. This modulation offers the advantage of
not requiring a coherent reference. If straight FH MFSK is used, the AJ perfor-
mance will be approximately € dB worse thar in the QPSK case. This result is
bosed on the 19.8 dB Eb/N0 required for 8-ary F3K, as shown in Table 4.! [3].
However, if a hybrid FH scheme is used in which DS PN is added, the AJ perfor-
mance is found to be almost the same as that for QPSK. This is based on the
Eb/No required of 13.6 dB, as shown in Table 4.2 [3]. The disadvantage of this
FH/PN hybrid AJ modulation is the increased system complexity. The best choice
of data moduiation and AJ modulation requires further investigation but, at
this point, FH-QPSK is recommended as the baseline for the SS FDMA AJ network.

The J/S of 20 dB that was derived in the preceding paragraphs may not
meat the requirements of a specified jammirg threat. If this is the rase, two
options are open. Thase are: (1, reduce the data rate, or (2) utilize a null-
steering antenna. It i, important to note that the 20-dB J/35 is for the full-
service user, i.e., TV plus voice plus telemetry. Thus, a user requiring voice
and telemetry only, i.e., 160 kbps, represents a data-rate reduction factor of
12.5, or a J/S increase of appruximately 11 dB to J/S = 31 dB. Likewise, a user
requiring only slow-scan TV transmission and utilizing a 64-kbps slow-szan TV
system with 160 kbps of voice and telemetry would have a J/S of approximately
30 d8. These J/S ratios are summarized in Table 4.3. Therefore, it is neces-
sary to further investigate the user-community data requirements in a jamming
scenario as well as the jamming threat to specify the SS AJ communication system.
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Table 4.1. Hard-Decision Coded-FH Performance
Required (E N ) Worst-Case Jamming
Error-Correcting-Code £
Technique FH/DPSK FH{/DQPSK FH/MFSK FFH/MF SK
(dB) (dB) (dB) (dB)
No Coding: |
P, = 1073 27.0 24.1 31.2 12.2
P, = 207 47.0 aa.1 51.2 16.5
R = 1/2 Convolutional
Viterbi Decoding:
P, = 1073 13.8 10.9 18.0 10.1
P, = 1073 17.7 14.8 21.9 11.1
Table 4.2. Hard-Decision Coded-FH/PN Performance

Required (E /No)  Worst-Case Jamming
b/™0 eff
Error-Correcting-Code r—— - ——
. FH-PN/DPSK [FH-PN/DQPSK | FH-PN/MFSK | FFH-PN/MFSK
Technique (dB) (dB) (dB) (db)
No Ccding:
Py = 1073 22.6 23.3 22.9 11.2
P, = 1073 42.6 43.3 42.9 12.1
R = 1/2 Convolutional
Viterbi Jdecoding:
P, = 1073 9.5 10.0 9.7 9.7
Py = 107 13.4 14.0 13.6 11.1
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Table 4.3. Summary of AJ Performance for SS FH-FDMA System

User Service Data Rate J/s (dB)
Full . .
(Tv’ TLM, vo.ice) (.08 MbpS 20
Partial, No TV
(TLM, Voice) 80 kbps {34
Partial, Slow-Scan TV 144 kbps

(SCTV, TLM, Voice) (64 kbps for SCTV)

A block diagram of the FH-FDMA user transmitter/receiver and Space
Station FH-FDMA receiver is illustrated in Figures 4.12 and 4.13, respectively.
The most significant aspect of this frequency-hop scheme is that all users hkop
synchronously (adjusted for individual range to SS) so that the Space Station
requires only one dehopper and synthesizer, as shown in Figure 4.13. However,
this requires each user to adjust its hop clock phase so that its frequency
hopping is in exact synchronization with the SS denopper frequency at the SS.
This is accomplished via the user tracking the forwa~d link and exchanging its
time-of-arrival information with the SS via a synchronization channel. This ap-
proach is commonly used in military AJ communication systems. Provisions for
the synchronization channel are depicted in Figure 4.1°.

The link calculation for the FH-FDMA return link at 30 GHz results in
the following system parameters:

User transmitter power 10 W
User transmitter antenna gain 0 d8
SS receive anterna gain 50 dB
Effective receiver noise temperature 825°K
Maximum range 2000 km
BER (coder output) 1073

These parameters support a full-service return link (TV + voice + TLM) with a
jammer- to-signal ratio of approximately 20 dB. The 50 dB of antenna gain may
represent the most difficult aspect of the FH-FDMA concept. This is certainly
true if an electronically steered phase array is used which must create 18 sim-
ultaneous independent beams. On the otiher hand, if multiple parabolic-reflector
antennas are used, 60 dB does not represent a significant problem.
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4.3 Time-Division Multiple-Access Return Links
4.3.1 Intr.duction

The basic time-division multiple-access (TDMA) scheme assigns specific
time slots to each user, with high-data-rate users accorded proportionally more
slots than iow-data-rate users. User slots can be assigned prior to a missior,
which simplifies the MA assignment strategy, or assigned on demand, which results
in a more flexible system. A typical TDMA channelizationr 1s shown in Figure 4.14.

A common requirement for all TDMA schemes is the need for a yuard time
to separate users and prevent overlays. Guard time is overhead, and reduces the
effective data rate of the system; however, the duration of the guard band can
be minimized if accurate relative timing is maintained between the SS and the
users. Another common consideration is the high burst rate of TDMA systems.
Since the time allotted to a given user is a fraction of the total time avail-
able, the burst rate is correspondingly higher. From the examples, we can see
that the narrow symbol times, coupled with anticipated relative velocities, will
require the SS to time track each user and broadcast updated timing and range
information to each user.

4.3.2 Baseline TOMA System Fxample

A TDMA system based on the requirements shown in the Table 3.1 user
group will consist of a single receiver, as shown in Figure 4.15, wherein time
samples of received data are routed to their respective destinations. A current
history of each user's parameters, e.g., time offset, range, range rate and
bearing, is maintained in order to rapidly acquire the user during the next
dwell time.

A total of 18 users can be accommodated, with each user given one
telemetry channei (64 kbps) and one guard time. In addition, seven users are
given a TV channel (2.048 Mbps) and four users are given a voice channel (16
kbps). For system-definition purposes, we assume that a guard time is equal to
a least-common multiple of the channel time which, in this case, is one voice
channel time, which we can call a time unit. One user frame consists of a guard
time (one time unit}, a telemetry time (four time units), a possible voice time
(one time unit) and a possible TV time (128 time units). The total system time
requirement is derived as shown balow.
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18 guard times 18 x 1 = 18 time units
18 telametry channels 18 x 4 = 72 time units
7 TV channels 7x 128 = 896 time urits
4 voice channels 4x1 = 4 time units

990 time units

* single time unit, e.g., cne voice channel, can accommcdate one 32-
kbps channel, which gives a system burs’. rate of 990x16 kbps, or 15.840 Mbps.
Thus, a single bit time is 57.7 ns and, with rate-1/2 coding, symbol time is
28.8 n<, assuming binary mudulation. In order to achieve low-symbol error rates,
timing uncertainty should be a small fractior of a symbol time, but range uncer-
tainty must still pe resolved to within several meters. Clearly, it is impossi-
blz to range track a user this accurately over the extremes of range and range
rate considered. Thus, data-tracking loops will be required. it is assumed that
a rcrtio~ 0. the telemetry channel for each user will be devoted to carrier,
data, ~-'= and frame acquisition/synchronization.

13ure 4,16 presents the recults of a sample link-budget calculation
in the presence of noise, with required transmitter power given as ¢ function
of range; this is a Ka-band link with a transmitter-plus-receiver antenna gain
of 40 dB and a burst rate of 15.84 Mbps. We see *hat a peak uscr power of
-5.6 dBW is required at 100 m, but a peak power of 30 dBW i< required at 2000
km! No margins are included in this calculation, but a reas.. .ble margin implies
that a peak power in excess of 1 kW would be needed. The average power of a sin-
gle user, with only telemetry, wruld be 4/999 x 1 kW = 4.0 W. A realistic upper
limit of 10 dBW user peak power implies an antenna gain of 60 dB. The link bud-
get calculation is based on the following:

°; = 10 log Rate + 9.5 - 228.6 + T - (GR+GT) +92.5 + 20 log f., + 20 Tog R,

CHz

with TdB = 29.2 at 30 GHz and 31.2 at 44 GHz. No margin or impiementation loss
is included.

Figure 4.17 gives the required power with reduced service; 18 telem-
etry channels, two TV ctarnels and four voice channels. At the extreme range,
an ant .nna gain of 56 dB is required with a 10-dBW transmitter. It the 55 re-
ceiver is reconfigu-2d to provide dedicated service to one user with telemetry,
slne-.can TV (364 Lops) and voice at 2000 km, an antenna ga’n of 45 dB would be
requirec. Tne - rrormance of this configuratior is aiven in Figure 4.18.
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Figures 4.19, 4.20 and 4.21 represent the same user configuration as
Figures 4.16, 4.17 and 4.18, but with a 44-GHz RF link. The antenna technology
required to support these 1inks is discussed in Section 5.

The preceding results show that we cannot expect full-user service-
ability at extreme ranges unless the user has high EIRP available.” The same
methodoiogy is used to show the performance with the expanded user group of
Table 3.2. Figure 4.19 represents the expanded user group with a 30-GHz 1ink.

4.4 TDMA ard Antijam Modulation

The previous section discussed TDMA in general, without regard to mod-
ulation and syrnchronization. In this section, we discuss medulation techniques
to provided jam resistance. Additional prctecticrn against a jammer can be pro-
vided by antenna-null steering, which is discussed in a separate section.

There are two candidate AJ-mcdulation schemes to be considered with
TOMA: direct-sequence (DS) spreading and frequency hopping (FH). Direct spread-
ing is not considered a viable alternative fur SS TDMA; a chip time, which is a
small fraction of a symbol time, implies sub-nanosecond chip times at the data
rates envisioned for tae SS MA return link.

FH AJ can employ either frequency-shift-keying (FSK) or phase-shift-
keying (PSK). Gererally, PSK requires as much as 3 dB less energy per bit to
achieve a given bit-ecrror rate (BER), but requires a derived phase reference
that is more complex than FSK demodulation. Additionaliy, with the bandwidth
available, a higher order alphabet can be employed (more bits per symbol) and
timing constraints can be relaxed due to longer symbol times. To compare TDMA
with FDMA, we will examine a system with 4-ary MFSK modulation, i.e., two bits
per symbol. Assuminrj that &1l channels have rate-1/2 convolutional codes, the
net result is two code-check bits per symbol, or one information bii per symbol.
symbol error rate is given as:

ES/NO ZES[NO 3 /Ng
T R R

for a noncoherent 4-ary receiver. In this case, with rate-1/2 coding, ES/N0 =
Eb/NO‘ The check BER is given as:

. 2
Pec * 77Ps ® 3PEs -
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If we desire a check BER of 10'5 or better, then PE S < 1.5x10'5 and F /N0 >
13.6 dB. For purposes of comparison, a coherent receiver would requ- 2 Es/NO >
12.9 @B since PE,S <3Q (VE§7N0) for 4-ary coherent demodulation. Q(x) is the
Q function defined as :

T X

w 2 2
Q(x) = _.1_. f e-y /2 dy < __1__. e-" /2
m X

Binary FSK would require Ec/NO of 13.3 dB, or an Eb/N0 of 16.4 dB since

EG/NO
2
PE,C =z

and two check bits are required for one information bit. The results are sum-
mérized in Table 4.4 for various alphabet sizes, and we see that the choice of
a d-ary alphabet minimizes the signa' bandwidth required as well as providing
for a somewhat simpler demodulator. However, if a large enough hop bandwidth
is available, larger alphabet sizes will be practical due to the improved error
rate performance. In the presence of a tone jammer, however, we shall see that
a 4-ary alphabet provides the best performance. Table 4.F summarizes the per-
formance for a check BER of 10'2, which will give a decoded BER 1ess than 10'5.
The performance estimates given so far represent the system perfor-
mance in thermal noise only. In order to communicate against a jamming threat,
we propose to introduce several levels of AJ modulation. The AJ modulation is
progressive; against a low-threat jawer, pure FH is employed. The adaptive
nature of the TDMA system can be exploited to provide increased resistance to
a more serious jammer at the expense of reduced data rate. First, we will dis-
cuss the basic system performance with wideband FH. As discussed earlier,
other forms of spectrum spreading are impractical at these burst rates. In
fact, at the rate of 17.344 MHz, the system must dwell on one hop for several
symbols, which reduires that symbols be interleaved over several decoder con-
straint lengths in order to prevent a jammer hit from causing errors in contig-
uous check bits. Figure 4.22 illustrates the block diagram of 31 baseline TDMA
receiver which corresponds to the baseline user's group of Table 3.1. Figure
4.23 depicts a simplified example of the time/frequency occupancy of the signal
tones. After interleaving, symbols Sl, S4 and S7 are sent during hop 1, with
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Table 4.4. Energy per Bit and Bandwidth (Unhopped) Required as a Function of

Signai Alphabet with Noncoherent Demodulation, PB < 10-9

]
£ * £ E
_ N 2" o5l S b_25s|y . n M
M=2"1Pg,s = 1 X0 N Ny~ | "s™2717.304 mops| B¥ = T
2 1073 13.36 dB | 16.35 dR 31.6 ns 63.4 MHz
4 3/2x107° | 13.62d8 | 13.62 d8 63.1 ns 63.4 MHz
8 774 x107° | 13.86 48 | 12.10dB |  94.7 ns 84.5 Miz
16 15/8 x 10°° | 14.10 dB | 11.09 &8 | 126.3 ns 127.0 MHz
|
EN
. 0
M-1 , oyt -(J—r—r—s )
*NOTE: P . = (39 bl (“71 e \ I
E,S j=l  j+i J

Table 4.5. Energy Per Bit Required, Py < 1072

M=2" Pe.s E /Ny, dB IEb/NO, dB
2 1672 8.9 11.9
3/2 x 1072 9.5 9.5
8 7/4x 102 | 10.0 8.2
16 15/8 x 1072 | 165 7.5
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symbol S1 (shaded) at frequency fl’ symbo) S4 at fZ’ etc. We can -onsigor f0
the hop frequency, fl = ‘0 + 1/Ts, f2 = f1 +2/Tg, and f3 = f2 + 3/Tg, with Tg
representing the symbol durztion. In the example presented in Figure 4.22,

T - 1
Y
s 15.84 x 10

= 63.13 ns.

In the baseline receiver, the signal is dehopped, downconverted and demoduiated
During a user's time s ~t, the demodulated check bits are rate buffered down to
4.256 Mcps and deinterleaved. The mit .n Eb/N0 specified in the performance
curves of the prior section j:ve: a check BER of 10'2 at this point. This is
reduced to 10°° error rate or better by the Viterbi deccder.

The worst-case (WC) jammer for MFSK is a partial-band tone jammer, as
depicted in Figure 4.24. [he jammer'c tones have just enouch power (S+e) to
exceed the communicator's signal. S. Thus, if a jamming tone hits a data band,
it has a probability of (M-1)/M of causing an error. One time out of M: ¢, it
will reinforce the desirea tone. .  the jammer has power J, then he can trans-
mit J/S tones, each with power S. In a hop band W, there are

’
W7o

M

=zl ==

possible data bands for the communicator; thus, t-e probability of symbol error
due to jammirg is (M-1)/M times the probability that one jammer tone hits one
data band, or

NLS\YAYAL
Pe = (M)('S')(WT;)
From a previous section, we know that
Sk-1 ZM Pe
P = =~—— X P =..__T_

Therefore,
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With ECSTc/k and Nj = J/M,

For a given energy-to-jammer power ratio, the minimum probability of error is
given with k = 1 or 2. Higher order alphabets have reduced AJ performance by

this measure. With k = 2,

and we need 20 dB of ECINj to achieve a 10

BER into the decoder. In Table

4.6, we give the maximum AJ protection afforded (J/S) with this scheme, assum-
ing that the bandwidth W is 10% of the RF bandwidth. We derive this from the

relation

Table 4.6. Maximum J/S with Ec/"j = 20 dB, R = 15.84 Mbps

parrier | woez | ous, @
30 3.0 2.8
a“ 4.4 4.4
60 6.0 5.8
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For purposes of estimating system performance in a jammed environment,
we make the simplifying assumption that jasmer power is the dominant factor in
symbol-decision errors. Note from Table 4.6 that, even at 60 €Hz, a maximum J/S
of 5.8 dB is available at a data rate of 15.84 MHz and bandwidth of 6 MHz while
wmaintaining a check BER of 102, The frequency-hopped TDMA system performance
can be improved by employing frequency diversity, e.g., multiple hops per sym-
bol at the expense of increased system complexity and reduced throughput.

An example of m-diversity AJ modulation is given in Figure 4.25.
Sysbols S1 through SN are transmitted on hops 1 through m. The receiver has
storage for N symbol decisions, and is capable of determining whether or not
a given symbol has been jasmed. It is assumed that the jasmer is asynchronous
with the communicator and portions of a hop can be toned jammed. The receiver
makes sywmbol-by-symbol decisions on hop 1, erasing symbols that are ambiguous
due to jamming. This process continues until all m hops have been examined by
the receiver. Thus, the probability of symbol error is equal to the probabil-
ity that all m hops have been jammed. In the example of Figure 4.25, symbols
S1 and S2 of hop 1 would be ignored, while SN-l and SN would be stored in mem-
ory. The probability of a check bit error can be shown to be:

E
k -1\"¢c
- e

p = e

b

N | =

with M = Zk and the op*imum diversity to be

-1f"c\ K
m = e
()

For P, <10°" and W = 4, m = 4 and EcMj =10.4d8. The resultant AJ margin is
given in Table 4.7.

2



Table 4.7. Maximum J/S with EC/Nj = 10.4 48, R = 15.84 Mbps

Carrier | o oy | 35, dB

Frequency
30 3.0 12.4
44 4.4 14.0

60 6.0 15.2
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5.0 MULTIPLE-ACCESS ANTENNA-DESIGN CONSIDERATIONS

The omnidirectional antenna-coverage requirement for the Space Station
(SS) for 18 simultaneous r:sers out to 2,000 km is a difficult problem. A number
of possible antenna configurations have been studied in order to develop a via-
ble system. The out-ome of the preliminary investigation is that planar phased-
array antennas are the best candidates to fulfill system requirements, but the
implementation is difficult to perform. An alternate scheme which shows some
promise has also been developed which may overcome some of the problems associ-
ated with phased arrays uses a combination of mechanically and electronically
scanned parabolic dishes.

In order to simplify the antenna-coverage problem, two range regions
are delineated. For near coverage out to 50 km, antenna gains of 20 dB are ade-
quate while, for the extreme ranges out to 2,000 km, 40 dB of gain wiil be con-
sidered reasonable, at least initially, with 60 dB of gain desirable. The base-
line frequency will be 30 GHz, with 44 GHz also being studied since many new
generations of military satellites will be using this frequency band.

The electronic planar-phased array is capable of being scanned rapidly
by phase shifters for TDMA applications and forming multiple beams for FDMA sys-
tems. Nulling for AJ performance is also possible with the new beam-forming/
nulling processors which adjust amplitude and phase shifts at each radiating ele-
ment in order to optimize multiple-beam pointing and iammer nulling.

When considering planar-phased arrays, some important features are
that very large numbers of phase shifters are required, the array-feed network
is lossy, the phased array is frequency sensitive for frequency-hopped (FH)
systems, and multiple beams/nulling and beam-steering degrade the array perfor-
mance. Table 5.1 shows an attempt to outline the basic requirements of an
idealized array at various gain levels.

At close ranges where 20 dB of gain is required, the planar-phased
array is only a square-inch wide, with 36 phase shifters for one beam (i.e.,
TDMA). However, if 16 simultaneous multiple beams (FDMA) are required, the
gain-design criteria must be increased by 12 dB, so that a 36 in2 array with
nearly a thousand phase shifters (filled array) are necessary. The selection
of TOMA and/or FDMA techniques 1s therefore extremely important in determining
the required size of the antenna. This choice is even mor: apparent when the
40-dB gain array is designed, since a TDMA planar array i:. only one square foot
in area with 3,000 phase shifters versus an FOMA planar array 9 ftz in area
with 30,000 phase shifters.
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Due to the spherical-coverage requirement, five or six of these phased
arrays will surround the SS. A multiple-gain capability may be developed where
the aperture area is electronically adjusted but, if not, both a 20-dB array
and a separate 40-dB array will have to be used, thus doubling the number of
planar arrays.. In addition, the receive and transmit functions may or may not
be integrated into the same system. Practically speaking, since the transmitter
uses a different frequency set in the same band and therefore requires another
set of phase shifters, a separate transmit planar array is feasible because of
the additional isolation obtainable. Thus, as many as 24 planar arrays may be
needed to fulfill the spherical-coverage, near/far requirements.

The alternate antenna configuration considered is the parabolic dish,
which has extremely high gains (up to 60 d8, i. desired). If mechanical beam
steering is allowed, 18 separate dishes can accommodate 18 users simultaneously
without TOMA and FDMA using individual transmitters/receivers. Orthogonal cir-
cular polarizations for transmit and receive provide additional isolatior by
using quarter-wavelength diagonal-dielectric slabs as polarizers in a square
waveguide. Figure 5.1 shows the gains achievable with commercially available
dishes and Table 5.2 outlines idealized parabolic dish diameters for various
gain leveiz.

As an aside, an acquisition aid that might be considered is a sensi-
tive CCD video camera which can visually locate a blinking stroboscopic 1ight
beacon on the user, as described in Figure 5.2. Monopulse autotracking is read-
ily available once acquisition occurs. An obvious advantage of this concept is
the inherent redundancy and the incremental growth capability.

The use of parabolic dishes at near ranges is not as practical, but a
modification of the feed into an electronically scanned array offers a means of
substantially reducing the number of phase shifters required. A five-horn cross
feed, with the central horn fed directly and the surrounding horns with phase
shifters, provides an electronic-scanning capability of +5 beanwidths, for a
total of 100 beam positions. Table 5.3 outlines the number of parabolic dishes
necessary to attain spherical coverage for a given gain. For example, 25 dB of
gain implies a 3-dB beanwidth of 9.2°, and 10 beam positions gives 90° coverage.
Theoretically, five paraboloids would provide spherical coverage. At 30 GHz,
since the aperture diameter of 6a is 6 c¢cm or 2.5 inches, the tctal antenna set
of five paraboloids is quite small. Even at 35 dB gain, 46 paraboloids, eight
inches in diameter, scattered about the large SS, is not unreasonable since only
184 phase shifters are required. Figure 5.3 attempts to show the appearance of
one-half of a 40-sided polygon parabolic dish array. Since it uses electronic



Figure 5.1.

Beamwidth
20
° 0L\
= 3 .
3 5f
S SV N
3 2 \Twnm
8 F R 1
C N 12 mches
".’ 0.5 - .H-‘; ~y 130 48 em |
: 3 7 7 -
g 02 T
= O'lﬂ 20 40 [ ] a0 W0 120 lL IL

Frequency (GHz)

Gain
Ggl I -
| e 9 a4

55— -
~ 90~ % s
R
= 40 %m‘—
2 35 4

30

25

20

0 20 40 60 @0 100 120 140 160

Frequency (GHz)

Gains and Beamwidths of Commercially Available
Parabolic-Dish Antennas

51



52

Table 5.2. Parabolic-Dish Dimensions for Higher Gains
Gain (dB) 0348 Apertur(enf)iameter Aper;;ntxrgoné}a'l;eter Aper::r:féﬂar:eter
60 0.16° 318 10.5 ft 7.2 ft
55 - 0.29° 180 5.9 ft 4 ft
50 0.5° 100 3.3 ft 2.. ft
45 0.9° 57 1.9 ft 1.3 1t
Table 5.3. Parabolic-Dish Spherical Coverage Using Idealized Gain Values
Gain Circumference Radius Surface Aperture
o (Paraboloid (Paraboloid Area Diameter
8(°) | (e8) Diameter) Diameter) | (Paraboloids) (n))
1.6 40 22 3.6 161 32
2.0 38 18 2.9 103 28
2.5 36 14.4 2.3 66 20
3.0 35 12 1.9 46 18
3.5 33 10.3 1.6 34 i4
4.0 32 9 1.4 26 13
£.5 31 8 1.2 21 11
5.0 30 7.2 1.2 17 10
5.5 29. 6.6 1.1 14 9.5
6.0 29 6.0 1.0 12 9
9.2 | 25 4.0 0.6 5 6
16.4 | 20 2.2 0.35 1.5 3.2
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ic Array of Parabolic Dishes

Figure 5.3. Hemispher
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scanning for the limited coverage of one paraboloid, a parabolic-dish array is
suitable for TOMA techniques within the coverage area of one dish and multiple
beams from individual parabolic dishes are attained by selective IF signal com-
bining, so that FDMA is feasible.

The beam-selection process uses latching-reciprocal ferrite phase
shifters and latching-ferrite SPDT switches. Figure 5.4 shows a possible switch-
ing network connecting ZN parabolo’ds, where N is the number of switching levels.
This complexity can be avoided if individual transmitters/receivers are provided
at each paraboloid, so that switching is done at the IF level.

The five-horn feed configuration with phase shitcers in the outer
horns would allow electronic acquisition even for the high-gain, mechanically
steered parabolic dish. If the monopulse-tracking magic tee is located after
the phase shifters, the sum signal indicates acquisition, and the difference
signal will allow autotracking, even off-axis, or indicate the correct phase
adjustmenis needed to mechanically align the beam. Since latching-ferrite
phase shifters with 1. us switching times are used, TOMA within the 100-beam
electronic-scar sector is possible if more than one user is in that sector.

Since the orthogonal modes of circular polarization for the trans-
mitter require separate sets of phase shifters, the required phase shifts for
the FH signal can be individually tailored to point at the user, indepe-e 1t
of the receive FH signals. Figure 5.5 sketches the transmit/receive -
shifter configuration. Note that this approach doubles the number .f shase
shifters required but, since the parabolic-dish-array concept uses fewer phase
shifters, the total number of phase shifters is not unreasonable.



Figure 5.4.

56

Transmitter/Receiver

RF Switching Network Using Ferrite-Latching Circulators
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When evaluating antenna configurations, component availability is an
important consideration because the feasibility of an approach hinges on realistic
design practices. Two frequency ranges studied for the SS communication links are
as follows: The 30-GHz range is desirable due to NASA/DOD technology developments
and 44 GHz is used for military satellites such as MILSTAR. The baseline frequency
of 30 GHz is attractive due to the FET low-noise amplifiers (LNA's) and the higher
power transmitters available. The 44-GHz region allows wider frequency-hopping
(FH) bandwidths and therefore greater antijam (AJ) capability, but the device
technology is not as well developed and thus is deemed a higher risk, although
the SS program will not be fully implemented untii the 1990's time frame.

Both antenna configurations discussed--planar-phased array and phased-
array-fed parabolic dish--use many common components. Latching ferrite phase
shifters having 1 us switching speeds are now commercially available at both 30
and 44 GHz. Similarly, Tow-noise-figure, double-balanced mixers are available
off the shelf. The primary difference between the choice of these two frequencies
is that low-noise FET preamplifiers with 3.5-dB noise figures at 30 GHz are being
developed, which greatly enhances receiver sensitivity and therefore increases 1ink
margin. In addition, the available transmitter powers are inherently higher at
30 GHz, approximately double that at 44 GHz--an especially critical factor since
the free fliers are transmitter-power limited.

The Cassegrain configuration parabolic dish with five horn feeds and
orthomode transducers is a standard antenna system. The proposed high-gain, me-
chanically steered dish is closely related to existing ground station dishes. The
major advantages of this system are: (1) extremely high gains are readily achiev-
able and, (2) adding electronic beam-scanning requires only eight phase shifters
per dish {a set of four each for the transmitter and receiver). Each dish has its
own LNA and transmitter amplifier and, therefore, ioes not have to-be shared.
Microwave circuit losses are lower since no power-dividing, beam-switching net-
vorks are needed, which also greatly adds to system complexity. The independence
of each dish provides redundancy and incremental growth capability, valuable fea-
tures for space operation. Full-spherical antenna coverage is available with high
gains. Since each parabolic dish in the set of fixed low-gain parabolas points in
a different direction, the off-axis axial ratio and beam-spreading performance is
greatly improved--a definite limitation of planar-phased arrays. Finally, if each
dish has its own low-noise receiver and transmitter, the antenna gain and transmit-
ter powers do not have to be shared, as in the case of planar-phased arrays with
multiple beams, which sacrifices gain to produce multiple beams.
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On the other hand, the planar-phased array is definitely a viable
antenna-configuration candidate due to its flexibility. For TDMA operatiun, it
can rapidly scan a spot beam. Conversely, multiple-beam forming and nulling
capabilities are realizable for FOMA and AJ applications. However, there are
some definite design constraints which must be considered when evaluating the
antenna configurations. First, the multiple-beam forming and nulling capabili-
ties are complex and require much larger apertures in order to compensate for
sharing the achievable gains since the antenna pattern is simply being redistrib-
uted. For example, when two main beams are formed instead of one, there is at
least a 3-dB loss in gain in each beam when the pattern is shared. Therefore,
the phased-array aperture area must be correspondingly doubled in order to
maintain a constant value of main-beam gain, also doubling the number of phase
shifters required. Since each radiating element is spaced approximately a half-
wavelength apart and large aperture areas are needed for high gain, very large
numbers of phase shifters are required, even for thinned arrays. The power-
dividing/combining networks for these large arrays are complex and quite lossy,
thus degrading the receiver sensitivity and increasing the transmitter power
requirements. Simultaneous receiver and transmitter operation demands a separ-
ate array for each function, especially since both forward and return links are
independently frequency hopped. Another limitation is that the off-axis perfor-
mance of a planar array is severely degraded, both in axial ratio and beam broad-
ening, which reduces the gain. Under these conditions, it is not unreasonable
to consider a larger number of smaller planar arrays distributed about the SS to
overcome some of these limitations, as proposed for similar reasons for the para-
bolic dishes. The increased number of planar-phased arrays also increases the
available transmit power since it does not have to be shared, at the expense of
additional high-power amplifiers and low-noise receivers, but which provides
redundancy.

In conclusion, the high-gain antenna requirement for spherical cover-
age about the SS can be satisfied by either large planar arrays or mechanically
steered large parabolic dishes with approximately the same size apertures. If
there are 12 simultaneous users for the far ranges (50-2000 km), then 12 mechan-
ically steered parabolic dishes or six eauivalent-sized planar-phased arrays
faced in the appropriate directions are required. If one planar-phased array
services one quadrant for the 12 users employing FDMA, the aperture size must
increase by a factor of 16 in order to compensate for the gain loss due to re-
distributing the pattern for multiple beams with the same gain, so the TDMA
approach is appealing for high-gain applications using the planar-phased arrays.
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The low-gain spherical coverage can be handled readily by either the
planar-phased array or multiple parabolic dishes. The lower gain permits the
use of smaller apertures and, therefore, fewer phase shifters. The dimensions
of the apertures are reasonable and acceptable. The problems of separate trans-
mit and receive arrays as well as acquisition and tracking still exist for the
planar-phased arrav, but they are not insurmountable. Again, the driving consid-
eration is the type of multiple access used, either TDMA or FMDA or combinations
therecf.

One aspect of the communication link which is not fully discussed is
the antenna requirement of the free flier, which generally is omnidirectional
in order to avoid pointing problems. If directional antennas with higher gain
can be used, the SS gain problem can be correspondingly reduced.

It is obvious that no apparent solution to the SS antenna-gain-coverage
requirement exists. Much of the technology being developed for geosynchronous
satellites cannot be readily adapted to SS use since the antenna coverage is
limited to earth coverage from a distance--a very small sector compared to the
spherical coverage requirements of the SS. The SS antenna design is a challeng-
ing area worthy of extensive investigation in the future.
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EXECUTIVE SUMMARY

Video data-compression techniques applicable to space station (SS)
communication requirements are considered from the standpoint of their realiz-
ability with existing hardware. Projections toward future implementations with
respect to size reduction are made. Specifically, recent developments in the
area of frame-to-frame (interframe) coding are examined in terms of commercially
available existing equipment. Also, examples of existing hybrid-coding equipment
developed for remotely piloted vehicles (RPV'S) are presented and discussed in
terms of SS applicability. Furthermore, relatively simple encoding systems,
such as delta modulation, are considered for utilization in 1inks which do not
permit complex-terminal encoding equipment.

The study addresses two general types of bandwidth-compression
schemes. One scheme is characterized by the rather complex equipment yielding
good-quality pictures at rates less than 3 Mbps. One such scheme is motion
compensation combined with interframe encoding. Hybrid-transform coding‘with
reducible frame rates is also described in this category. The second scheme
considered is that of delta modulation with relatively simple intraframe encod-
ing, such as run-length encoding. The channel rates for these types of systems
are in the 15-to-30-Mbps range, with about 20 Mbps being a baseline number.

Also in this study, the applicability of VLSI techniques for potential

size reduction of existing schemes is discussed, and projections based on our
engineering judgment are made. Furthermore, recent developments in CCD technol-

ogy are considered, particularly with respect to miniaturized components such
as the CCD-based TV camera.
Our findings can thus be summarized as follows:

] Good-quality, moderate-motion TV color pictures can be transmitted
at a rate cf 2.048 Mbps using interframe encoding with motion compensation. The
video processor for this transmission can be packaged to within 1 ft3 using VLSI.

(] For channel rates much lower than 2.048 Mbps, Tow-frame rate,
black-and-white pictures can be transmitted using hybrid coding. The processor
volume for this type of transmission is about 25 1n3 using LSI.

. For requirements where a lot of picture motion has to be accommo-
dated, delta modulation can be used provided that a channel capacity of 15-30 Mbps
is available. Depending on the requirements (i.e., color versus black and white,
resolution, etc.), the processor volume may range from 25 in3 to 0.5 fts.



1.0 INTRODUCTION

This report describes recent developments in video data-compression
techniques from the standpoint of applicability to Space Station (SS) require-
ments. The particular slant of this report is the hardware aspect of the latest
video data compression. Thus, the techniques themselves are described only in
general terms and, wherever applicable, the hardware implementation aspects of
such techniques are mentioned.

The methodolgy used to obtain the material for this report consisted
of the following activities:

(1) Survey of recent technical literature pertaining to video data
compression

(2) Study of vendor/manufacturer/supplier brochures
(3) Direct vendor/representative contact (by telephone)

(4) Our own interpretation and projection of the gathered information,
i.e., analysis/synthesis method.

Due to the formative nature of the SS requirements, it is difficult
to make a specific and final recommendation at this time with respect to the
“optimm" technique for digital video compression. Requirements will have to
be defined by various users and these requirements, in turn, will be mission
dependent.

Consequently, the best we can do at thi. point is to describe what
is available today in terms of the video data-compression techniques in order
to identify the trends and make some reasonable prediction of what will be
available in the near future.

In making such assessments and predictions, we chose to be guided by
the following assumptions:

(1) The video-compression techniques must be compatible with an
all-digital communication channel

(2) The baseline goal for the maximum data-transmission rate for
reasonable quality TV picture transmission is 2.048 Mbps, with only special
situations requiring up to 22 Mbps



(3) No video data-comgression technique can be considered “superior"
to any other technique in that the customer requirements dictate the trade-offs
in selecting a particular data-compression method.

Thus, the contents of this report should be judged in terms of the
aforementioned assumptions. Furthermore, it must be emphasized that, because of
the rapidly evolving developments in TV video data-compression techniques, any
opinion expressed at this time must be reexamined at some later date when: (1)
the SS detailed requirements will come into better focus and, (2) the video data-
compression techniques will undergo a considerable evaluation in their respective
fields of application.



2.0 VIDEO DATA-COMPRESSION TECHNOLOGY STATUS AND TRENDS
2.1 Factors Contributing to Digital Video Data Compression

2.1.1 Advantages of Digital Video Data Transmission

The advantages of video data transmission via digital, rather than
analog, methods have been demonstrated in the past by both theory and practical
implementations. However, it is only recently tnat the digital signal-processing
technology has reached the point where operational use of the digit2! techniques
is possible. In general, for an equivalent picture quality. aigital technology
offers a marked advantage over analog methods in that it e following fTea-
tures: (1) lower RF power requirements, (2) lower RF bana recuirements, (3)
data-encryption capability, (4) picture quality is solely decermined by terminal
equipment--not by the communication link, and (5) error-contrcl techniques are
applicable.

Figure 2.1 demonstrates the transmitter-power-requirements advantage
of the digital-picture-transmission method as compared with the FM analog tech-
nigques. Although Figure 2.1 does not contain any reference to the absolute
quality of analog and digital transmissions., it clearly demons:rates the power
and RF bandwidth advantages of the digital-transmission techniques.

The relative ease with which a digi*al picture transmission can be
encrypted is demonstrated in Figure 2.2. As shown there, encryption/decryption
can be implemented, at least in principle, by means of EXCLUSIVE-OR digital-
logic gates. In comparison, an equivalent process for analog video signal en-
cryption would require a considerable amount of signal-processing equipment.

Since the quality of a digital transmission is determined by the pro-
cessing capability of the terminal equipment--not by the transmission media--
the digitized video signal becomes particularly attractive for digital RF 1inks
utilizing multipiexing for multiple access. This is particularly true for the
case of time multiplexing, which is cne of the candidates for the SS communica-
tion link design.

Furthermore, the error-control techniques to which the digital signal
lends itself provide a means for improving the tolerance of the digital video-
transmission systems to the system bit-error rate (BER). This feature is of
great advantage of the space-borrie 1inks, where the RF transmitter power is at
a premium and, thus, a significant savings in power, size and weight can be
realized by using digital error-correction codes implemented with a relatively
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Tow- power technology such as CMOS. Utilization of the latter technology for
encoding and decoding is particularly attrac.ive for the relatively low video
digital-data rates such as those baselined at 2.048 Mbps for SS operation.

2.1.2 Current Digital Video Uses Which Provide a Data Base

for SS Video Bandwidth-Compression Techniques

As the result of the aforementioned advantages of digital video trans-
mission, there recently emerged several areas of active development and utiliza-
tion of such transmissions. Of particular interest for SS use are the existing
techniques for bandwidth compression of the digital video signal. At least
three ar-as can presently be identified, where efficient use of advanced tech-
.rigues for bandwidth compressiorn are successfully utilized. These techniques
are used for transmission of video pictures, either still or time variant, con-
sistent with the desired picture quality. The turee areas are: (1) network
high-quality digital TV, (2) video conferencing and, (3) remotely piloted ve-
hicle (RPV) video transmission.

The first two techniques are driven by commercial, nonmilitary users.
Thus, a considerable amount of competitive development activity has been exhib-
ited in these areas in recent years. Not bound by military-component specifica-
tions, these two civilian application areas of digital video technigues have
benefite. greatly from the recent development of computer-oriented digital LSI
technologies. On the other hand, the military-oriented RPV video-transmission
technologies make use of custom developments that are tailored to specific video
digitizing and processing techniques. Consaquently, a considerable data base
exists for SS digital video requirements from which applicable techniques can
be synthesized.

2.2 Video-Digitizing and Bandwidth-Compression Techniques Identification

2.2.1 Technique Identification

Depending or the coding-bit rate, the existing video-digitizing and
signal-processing techniques can be divided into three general categories, as
follows: (1) conventional PCM, (2) intraframe coding, (3) interframe coding.

The conventional PCM does not fail into the bandwidth-compression
techniques area. It is characterized by reasonably high quality and requires
Aigital channel-bit rar  in the 50-80 Mbps range. Typically, it consists of
straightforward analog-to-digital (* -onve ~3ion of video information. The



levels of conversion may range from six to eight bits, and no attempt is made
to perform any coding of the digitized-video information. Because of its rea-
sonably high quality, the conventional PCM is often used as a quality reference
for video-digitizing processes.

To achieve bandwidth compression, encoding techniques must be applied
to the digitized video stream. Because the encoding is applied to the digitized
signal per se and its purpose is bandwidth compression rather than the protection
of the digitized data within the communication channel, it is referred to as
“source encoding." Figure 2.3 shows the categorization of source-encoding
techniques.

Source coding can be applied either within a single frame {intraframe
coding) or over a series of several frames (interframe coding). For the case
of intraframe coding, the signal processing can be applied either in one dimen-
sion, such as on a single-1ine basis, or over two dimensions, which include
coding across a space extending over several lines within a single frame. Fig-
ure 2.4 provides a qualitative illustration of the intraframe and interframe
coding. Motion compensation is one of the examples where efficient interframe-
encoding algorithms are applied to achieve significant bandwidth compression.

2.2.2 Encoding-Scheme Evaluation Criteria

Unforturately, no single scheme has yet been developed for evaluating
picture quality versus bandwidth compression of various encoding schemes. This
is because each case is nct only applications oriented, but is also a function
of picture content. Figure 2.5 shows a general relationship between the coding
bit rate, coding technique, and picture quality. From Figure 2.5, it is evident
that some sort of interframe coding, such as that used for teleconferencing, must
be utilized for the SS to achieve channel rates below 10 Mbps, such as a baseline
rate of 2.048 Mbps.

On the other hand, once one resorts to interframe coding, the picture
quality becomes highly content dependent, as illustrated in Figure 2.6. From
this figure, it is evident that, in order to accommodate picture-content varia-
tions such as those caused by motion, rather sophisticated interframe-coding al-
gorithms have to be employed to preserve an acceptable degree of picture quality.
Figure 2.7 demonstrates the importance of coding algorithms for interframe (i.e.,
frame-to-frame) signal processing for bandwidth compression. As indicated in this
figure, neither simple frame-to-frame coding nor ever complex interframe coding,
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such as conditional replenishments, can provide good quality with transmission
rates in the range of 1.5 to 3.0 Mbps. A special motion-comgensation algorithm
is required that achieves the most efficient utilization of interframe-comparison
information. Such an algorithm is described in section 2.3.1.

Before concluding this rather general discussion of the relationship
between the coding techniques for bandwidth compression and picture quality, the
following criteria for judging picture quality [2] should be 1isted. These are:
(1) edge sharpness, (2) edge accuracy, (3) flat-area busyness, (4) image conti-
nuity and, (4) distortion.

Edge sharpness defines the degree of edge blurring that is typical of
bandwidth-1imited TV pictures. Edge accuracy deals with the degree of waviness
occasionally observed with some of the coding schemes. Flat-area busyness is a
result of quantization noise-limited numbers of bits in a sample. This phenom-
enon is manifested as a grainy roise or false contouring in the flat areas.
Image continuity manifests itself as breaks in the image resulting from frame-
rate (interframe) processing techniques. Distortion defines the displacement
of objects from their correct relative positions within the image.

For each given mission, the relative weight of these criteria can be
only roughly assessed. Precise weighting will be impossible until there is more
agreement between the users on the subjective criteria used for evaluation.

2.3 Video Bandwidth-Compression-Techniques Description

In this section, we consider some of the video bandwidth-compression
techniques applicable to SS, TV and picture transmission at rates comparable to
the baseline maximum channel rate of 2.048 Mbps. In this case, the emphasis is
on those techniques whose feasibility has been demonstrated either in the field
or in the laboratory. Not all of these techniques have been reduced to the
size required for SS-type use but, at least in principle, such reduction appears
feasible in the future, particularly in view of the continued progress in LSI
and VLSI technology developments. In section 2.4, we make our first-cut predic-
tions on the possibie size reduction due to LSI/VLSI utilization.
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2.3.1 Motion-Compensation Technique

Motion compensation is an algorithm which is added to interframe (i.e.,
frame-to-frame) encoding in order to improve picture quality at lower transmis-
sion rates (1.5 to 6 Mbps). Relative improvements due to this algorithm were
shown in Figure 2.7. Prior to discussing the details of the motion-compensation
principle, a brief description of interframe-coding principles is in order.

The interframe coding achieves the reduction in transmission bit rate
by transmitting the difference signal between two successive frames. As shown
in Figure 2.8, an object moving across the TV screen is positioned differently
at each successive frame. The position difference, when digitized, represents
a relatively small amount of information compared to that contained in the en-
tire frame. Thus, if there is no movement, no new information needs to be
transmitted. On the other hand, large displacements require a considerable
amount of new information to be transmitted from frame to frame.

Figure 2.9 shows the generic configuration of an interframe coder.

The analog video signal is first quantized by an A/D converter. The digital
samples are then applied to the interframe coder which stores at least one en-
tire frame in a digital format. When the subsequent frame is received and digi-
tized, the encoder compares it to the previous frame. The difference information
developed as a result of this comparison is then processed by a variable-length
coder that removes the redundancy contained in the frame-ditfference signal. The
buffer memory then performs smoothirg of the difference signal. This smoothing
ensures that the transmission rate is constant, independent of the movement of
picture objects. In order to prevent buffer-memory overflow, a feedback-control
is used to suppress excessive generation of information as a result of the frame-
differencing process. Because the control of information rate is implemented by
changing the quantization-step size, the signal-to-noise ratio (SNR) degrades as
the amount of motion increases. Consequently, when the information rate exceeds
the permissible transmission channel rate, the quality of the encoded picture
starts to deteriorate. Conversely, if the picture quality is not allowed to
deteriorate below a certain Timit, the channel rate must increase, as indicated
in Figure 2.7.

The motion-compensation algorithm provides picture-quality improve-
ment for a given channel bit rdte. Figure 2.10 illustrates the principle of
motion compensation. As shown there, the picture element Sn(i,j) is the sample
to be transmitted, where the subscript n designates the frame number and i and
J give the x and y coordinates of the element within the frame.
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If the object displacement in one time frame is given by the motion
vector V(x,y), one can then predict the position of the element Sn(i,j) for the
time of arrival of the nth frame using an estimate of this vector. Such a pre-
diction thus minimizes the interframe difference between the element of the pre-
vious frame, i.e., S__,(i-x,j-y) and the same element S (i,j) of the current
frame. Thus, it is the function of the motion-compensation interframe-coding al-
gorithm to determine the estimate of the motion vector V(x,y) from the picture.

Figure 2.11 shows a functional block diagram of the motion-compensated
interframe coder and decoder such as Nippon Electric Company's (NEC) models no.
NETEC-6/3 and NETEC-X1. The input video in Figure 2,11 is the NTSC color tele-
vision signal. This signal is first digitized, then it is applied to a color
signal processor (CSP-5) which converts the NTSC formatted signal into a time-
division-multiplex (TDM) signal. The TDM signal is a baseband video signal with
a time-compressed chrominance signal inserted into the horizontal-blanking inter-
val. The TDM signal is then applied to the movemant detector and an interframe
coder.

In the NEC system, the picture field is subdivided into subblocks of
seven picture elements (pel's) times seven lines. Calculation of the motion
vector V(x,y) is then performed for each subblock using high-speed parallel pro-
cessors. Interframe coding is then performed on a frame-to-frame basis, with
the variable delay controlled by the motion vector. As in sample interframe
coding, special techniques are used to prevent buffer overflow in the coder.

The techniques used are: (1) adaptive quantization, (2) field repeating and,
(3) subsampling. These techniques correspond, respectively, to resolution con-
trol in the amplitude, time and space domains. Huffman codes and run-length
codes are then used to compress video data corresponding to interframe differ-
ences and the motion vectors.

The decoding process is the inverse of coding. But, because the mo-
tion vector is transmitted as a separate signal, motion detection is not required
at the decoder. The interframe decoder unit converts the predetection error sig-
nals to TOM signals. This is accomplished by adding the error signals to the
motion-compensated prediction signals. Subsequently, the TDM signal is converted
back to the NTSC format and the latter applied to the D/A converter. In all,
the receiver (i.e., decoder) configuration is much simpler than the transmitter.

Figure 2.7 shows that good-to-excellent picture quality can be ob-
tained at channel bit rates in the range from 1.5 Mbps to 3 Mbps. with the
motion-compensation algorithm added to the simple and complex frame-to-frame
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encoding. Realization of this algorithm is provided in operational video-
conferencing systems such as NEC's NETEC-6/3 and NETEC-X1 equipment as well
as the VTS 1.5E system of Compression Labs, Inc. Specifications for these
systems are provided in Appendix A.

16
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2.3.2 Hybrid Coding for Bandwidth Compression of Video Signals

2.3.2.1 General considerations

Hybrid coding usually refers to an encoding process whereby th- video
information is first subjected to a transform prncess, then the transform is
digitized according to some quantizing process, such as differential pulse-code
modulation (DPCM).

With a "full-blown" transform coding, either the entire picture or a
frame may be transformed using either of the techniques Tisted in Figure 2.3
"see analysis-synthesis methods), then the transform coefficients are transmit-
ted by means of DPCM. Such "pure" transform coding, however, is rather complex
to be implemented in real time because: (1) it requires excessive storage of
data and, (2) a large number of operations per pel are required. On the other
hand, hybrid coding offers a partial solution to this problem. Specifically,
hybrid coding is characterized by: (a) use of relatively small blocks for ob-
taining transform coefficients and (b) implementing DPCM of the transform co-
efficients for these blocks by makirng use of the coefficients of the previously
transmitted block, i.e., using the past coefficients as predictors.

The use of smaller Ylocks for encoding is justified since, as shown
in Figure 2.12, little is gained in picture-error reduction as the number of
pels per block is increased. With respect to selecting the method, or an "al-
gorithm" for encoding the transform coefficients via DPCM, the following three
types have been considered for the hybrid coding:

(1) A one-dimensional block along the horizontal scan 1ine with
DPCM in the vertical direction

(2) A small, two-dimensional block and DPCM using the coefficients
of a horizontal previous block for predictions

P

() A two-dimensional block with the DPCM implemented in the temporal
direction.

It must be noted that methods (1) and (2) above are intraframe (or intrafield),
whereas method (3) is interframe. It is also interesting to point out that
considerable savings in data storage is realized with the third hybrid-coding
scheme as compared to the "pure" transform-coding method which uses three-
aimensional blocks.
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Figure 2.13 shows a generic block diagram of a hybrid-transform/DPCM
encoder. As shown therein, the video is first transformed, then applied to DPCM
encoders which, in turn, are followed by the code-assignment units. We show more
than one DPCM encoder in order to indicate that, ideally, each transform coeffi-
cient should be eacoded by its own DPCM unit that is specifically adapted to the
particular coefficient. However, cuch implementation is not efficient from the
standpoint of hardware realization. Thus, as desc+ibed in following sections,
in a practical system, an attempt is made tc desigr 2 single DPCM encoder which
can handle all the coefficients. Also, as indicated in Figure -~ 13, certain
transform coefficients are dropped so as to minimize the bits/ 2l ratio.

The code-assignment unit and a quantizer that precedes it (not shown
in Figure 2.13) are very important subblocks of a hybrid coder. These units
determirz the manner in which the quantization levels are establisned for the
purpose of digitizing and transmitting the transform coefficients for the vari-
ous blocks.
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2.3.2.2 Harris Corp. hybric :.ding system for RPV use

R system developed L, Harris Corporation for RPV applications [4] is
an example of the practical implementation of a hybrid-coding method. We have
chosen to describe this system because it has been implemented with LSI compon-
ents to dimensions suitable for space-borne applications in addition to having
been tested in the laboratory. This system is not in the same class as the pre-
viously described motion-compensated, full-colcr, video-conferencing equipment
in that it is black and white only and has a maximum frame rate of 7-1/2 frames
per second. However, because of its already demonstrated size-reduction and
variatle-bandwidth-compression capabilities, it is of definite intzarest to po-
tential applications in SS commnications. Table 2.3-1 lists the salient char-
acteristics or the Harris Corporation hybrid-coding system.

Figure 2.14 shows the functional! block diagram ¢f the video-bandwidth-
compression system made by Harris. This system utilizes the discrete-cosine
transform (DCT). As shown there, the image is first cosine transformed, then
applied to the scaler, which then feeds the DPCM unit. The transform size is
16 elements along the scan line. From this ensemble, 16 transform coefficients
are obtained. Harris claims (4] that their system implements an optimum-bit
assignment with respect to the block-quantization process. This claim is based
on their assumption that each transform coefficient at the output of the ICT is
an independent Markov process with different correlation coefficients for each
frequency term.

Ffigure 2.15 explains some details of the Harris system hardware impie-
mentation. One of the unique features of this implementation is the use of a
table look-up technique instead of either a hardware or software multiplication
which is required for the DXT process. Thus, the hardware complexity is simpli-
fied, and the high-speed-transform process is realized. Another feature of this
system is the use of a scaler vo equalize the values of the transform coefficients
prior to the DPCM. Specifically, the scale factors are selected in such a manner
that the scaled values of the non-DC component variances are as close as possible
to the DC component's variance. Thus, although a limiter is shown in the block
diagram after the scaler, proper design of the latter minimizes the possibility
of coefficient clipping prior to CPCM. The use of the scaler pricr to DPCM al-
Tows a single cne-siep predictor tc be employed for all 15 coefficients. This,
too, simpliries the conplexity of the hardware implementation.
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Table 2.3-1. Salient Characteristics cf the Harris Corp. Mybrid-Coding System [4]

Parameter Value/Description

Transform type Cosine

Horizontal: 640 pixels

Maximum resolution
Vertical: 420 lines

Maximum: 7-1/2 fps*
Frame rate
Minimum: 15/128 fps**

Maxinum: 4.608 Mbps (at 7-1/2 fps)
Channel -rate requirement
Minimum- 72 kbps (at 15/128 fps)

Bits/pel range (selectable) Two, one, and one-half
Dimensions Two modules
(LSI implementation) 4.5" x 4.5" x 0.5" each

E3
**Frame refreshed every 0.133 seconds.
New frame every 8.53 seconds.
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The system operates in the following manner. The A/D converter
digitizes the input video to eight bits. An entire frame is stored in the
frame-grab memory at full resolution and at eight bits per pixel. Loading
of the frame is done in real time. At the rate of 7-1/2 frames per second,
there are four frame periods cf the standard 30-fps rate. During the first
frame period, the memory is loaded with data. The processing commences im-
mediately, continues during the loading period, then extends for the duration
of four frame periods. Thus, at the input rate of 30 fps, three of the four
frames are nct processed. The resulting average output data rate, D, in meg-
abits per second (Mbps), is

D = FxHxVxbxTx 10'6

where :

transmitted frame rate in frames per second

number of pixels in the horizontal line
number of lines (vertical resolution)

bits per pixel

- o < ;=T
W

truncation area ratio

For example, if F = 73 fps, H = 640 pixels, V = 480 lines, b = two
bits per pixel, and T = 1, the required channel rate is 4.6080 Mbps. On the
other hand, if F = 15/128 fps, H = 640, V = 480, b = 2, and T = 1, then D is
0.072 Mbps or 72 kbps. For comparison purposes, with uncompressed, eight-bit
quantized PCM video, F = 30, H = 64C, V = 480, b =8 ard T = 1, and the cor-
responding required channel rate is 72.728 Mbps. Thus, an approximate com-
pression ratio of 1000:1 can be realized with this hybrid-coding system.

According to Harris Corporation, the entire DCT hybrid-compression
system has been implemented in LSI and packaged onto two 4.5"x4.5"x0.5" mod-
ules. One module contains the bandwidth-compression circuitry and the second
contains the frame memory.
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2.3.2.3 Other efforts in hybrid <oding

As mentioned earliier, the requirement for transmission of bandwidth-
compressed video from RPV's resulted in the development of compact, low-power-
consuniing equipment. Several of these developments are listed in [5] and are
presented in Table 2.3-2. Although the information in this tabie is somewhat
out of date (1979), it is indicative of the trends in this area of deveiopment.
Because of the military application of the RPV's and the potentially classi-
fied nature of the associated hardware, no effort was made on our part to ob-
tain an update to Tab'e 2.3-2.
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2.3.3 Delta-Modulation Techniques for 15-to-30-Mbps Digital TV Links
2.3.3.1 Overview

Several video~digitizing techniques exist, or are in the development
stage, which can provide transmission of either field-sequential or NTSC-format.
color signals. These techniques utilize adaptive delta-modulation systems that
can yield reasonably good-quality pictures, with full-color capabiiity, at chan-
nel rates in the 15-to-30 Mbps range.

The primary advantage of these techniques is that they can be imple-
mented with relatively few components. Thus, they can be used where space and
power limitations are of importance. The disadvantage of using these techniques
is a ralatively high-channel-data rate. In a power-constrained 1ink, this limits
the operating rarge of the system.

Over the past several years, three approaches for employing delta mod-
utlation for TV purposes have evolved. One is to use a single adaptive delta
modulator for transmitting either black-and-white (B/W) or field-sequential
color television. Another approach is to use the same delta modulation for the
transmission of digitized composite NTSC color signals. A third approach is
to first decode the composite NTSC signal into the Y (luminescence) component
and the I&Q (chrominance) components, then transmit these components by means of
separate delta modulators. With the latter approach, intraframe tachniques such
as run-length encoding can be used to reduce the overall channel bandwidth rate.
Some of the techiical aspects of these approaches are described herein.

2.3.3.2 Bistate adaptive delta modulation

Successful applications of delta modulation to TV signal digitization
has been reported in the literature _v.,7] and experimental work continues with
respect to different algorithms used for digitization and encoding. The
commonly used delta-modulation encoder produces a sequential output that indi-
cates whether the final output voltage should increase or decrease. It acts
1ike a DPCM system with only one bit per sample. Hence, it is referred to as
a "bistate" encoder. Acceptable performance with this encoding scheme is rea-
1ized by an increased samp!ing rate as compared to a PCM coding scheme. Because
the bistate delta moduiator requires ralatively low data rates compared to PCM,
considerable effort has been spent trying to perfect a delta modulation system.
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The goal of every design approach is to trade off fidelity of reproduction
versus the allowable data transmission rate and the amount of hardware used.
The best solution also depends on the qualities of the signal being sampled.
Video information tends to be a series of amplitude steps from one luminance
level of another. These level steps are connected by voltage changes with
large dV/dt values. When handling a video signal, a delta modulator must han-
dle very sharp rise and fall time signals, then settle rapidly to a new lumi-
nance value, with no overshoot, ringing or other added noise. The relative
delay for different frequency components in the picture is also important.

Figure 2.16 is a block diagram of a2 bistate delta modulator which
illustrates its operation. D, is the difrerence between the input signal S¢
and the output of the estimator Xk. This difference signal is passed through
a hard limiter whose output is a bit Bk which causes the estimator to change
jts outout. This bit is the signal which is transmitted over a communication
link to the receiver. The receiver consists of only the estimator portion of
the transmitter block diagram. The sampling rate of the delta modulator deter-
mines the amount of delay inherent in the digitizing process. The faster the
sampling rate, the smaller the inherent delay.

The hard limiter shown in Figure 2.16 guarantees that the estimator
will increase or decrease its output every time tue sample clock cycles. This
characteristic of indicating only changes results in the inherent "granularity"
in the reproduction of a constant-luminance signal since the modulation scheme
must always output a sample corresponding to an increase or decrease in voltage.
The reconstructed signal will average to the correct level by varying up and
down around the desired output level. Any attempt to smooth the delta modula-
tion output will slow the response to step changes and, therefore, reduce pic-
ture "sharpness.”

Conversely, if the bistate delta-modulation scheme is designed to pro-
vide good rise and fall times, the amplitude of the level jitter around the
desirad output will increase and more granularity will appear. Furthermore,
the amount cf overshoot and ringing after an abrupt edge will usually increase
as the delta-modulation system is designed to reduce slew time. Various attempts
to alleviate these conflicting requirements and reduce the overshoot and ringing
have been nroposed [8,9].
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Figure 2.17 shows how a bistate adaptive delta modulator (ADM) is used
to provide field-sequential encoding of color signals. As illustrated in this
figure, the ADM sequentially encodes the red, green and blue signals generated
by the TV came.a [10]. Thus, a typical seguence of color encoding and transmis-
sion would be: field l--red, field 2--green, field 3--blue. The advanta;es of
this scheme of color-picture transmission are twofold: (1) extreme simp,icity
of the camera* and, (2) the channel-bit rate is the same as that required for
transmission of black-and-white pictures. Another sideline advantage of this
scheme is that the edgc busyness, which is typical of delta modulators and is
a random process within each frame, tends to be masked when the three color
fields are recombined in the scan converter prior to being displayed on the
screen,

The disadvantage of this field-sequentia® svstem is that only one
color is transmitted per field. Thus, the color components tend to separate at
the edges of moving objects. This is because the color rate frame is only 10
frames per second, i.e., only one-third of the norma! rate. The disadvantage
associated with the color misregistration when using the ADM for transmitting
field-sequential color video can be overcome if a camera providing an NTSC com-
posite signal is used as a source of video. With this approach, the ADM samples
and encodes the composite signal, which includes both luminance and coior modu-
lated subcarrier signals at 3.58 MHz. Although reasonabiy goo¢ color picture
quality can be obtained with this scheme, some interaction betwec: the ADM sam-
pling rate and the color subcarrier signal is inevitable. Thus, efforts tn
optimize the ADM algorithm with respect to sampling the color subcarrier sigial
have been reported in recent literature [11].

EJ
A simpie colcr-wheel camera can be used for this application.
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2.2.3.3  Tri-state delta nodulation For run-ienqte encoding

2.2.2 3.1 Genera} principlres

The offort fu take advantage of video signal statistics has been
appliec tc dxlta-mcdulation encoding. Specifically. an algorithm hes been de-
veloped chot aliows the delta modulator to "sense® or "detect" those regiens
of the video picture where virtually no change in intensity is present. By
providing a special code that indicates a "no-change" ccadition, only the num-

r of samples of such a no-change condition has to be transmitted instead of
the samples themselves. Thus, a potential channel data-rate reduction can be
realized by using cuch 2 run-length (R/L) encoding technique.

The tri-state delta modulator (TSDM} [12,13] has characteristics that
make it especially suitsble for R/L encoding of video informatior. By indi-
cating the "ne-change condition"™ with a special code, the TSDM breaks the con-
nection between rise-time perfecrmance and steady-state Tevel jitter inherent
in a bistate delta modulator.

In comparison with the bistate delta modulation, the TSDM approach
shown in Figure 2.18 quantizes D, into three values instead of two. The third
value indicates that D, is between -€, and te, . This condition causes the out-
put of the estimator to remain at its previous value. Just as in the case of
bistate delta modulation, the receiver consists of caly the estimator. This
third state eliminates the granularity inherent in bistate deita modulation;
it permits the TSDM to be optimized for transient performance without consider-
ing granularity problems. With the exception of the third state, operation of
the TSDM is identical to the bistate delta modulator shown in Figure 2.i7.

As indicated in Figure 2.18, the TSDM stat2 is determined by compar-
ing the estimate Xk with the input signal Sk to produce a voltage difference
signal Dk' This voltaage Dk is tested for sign and magnitude to produce Bk.
The rule is:

‘ Sgn[?é], whenever le' > e,

Bk =
l 0 , whenever {Dk| e,

Since Dk s Sk - Xk, 2 positive voltage for Dk signifies that Xk must be made

more positive in order to match Sk; therefore, Bk = +] must cause Xk to become

more positive. The equation used to calculate X from X, is simply
k+l k
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X X +8B

= i
k+1 k * B 8+

where Bk may be +1, 0 or -1, and i°k+1 is given by

!
(1.5, ifB =8, #90and IAkl > 2
38, if B, =B, _, #0and IAkl < 2
|8gsq] = < 058, ifB #B, 1,8 #0,8 ) #3
0 if Bk =0

| 38, if B, _, <0,B #0

When [Dkl <e, . tne feedback sigral Xy is close enough in value to the
input signal Sk so that the system should maintain its state. It does this by
making xk+1 = xk and setting Ak+1 = 0 whenever Bk = J. That process 1S unique
to tri-state delts modulation.

The adaptive characteristic of the system is realized by theiAk+1!=
1.5 s¢ term. Wher By has the-same sign m times in sequence, the value of 8
is multipled by (1-5)”‘1, so the slcpe of the feedback signal increases with-
out 1imit until X 2 Sg. In this case, the Bk vector changec sign, z2nd the
value of |Ak+1| = 0.5 Ak reduces the slope as the X, signal changes direction.
This provides for the eventual settling of xk to & value neav Sk by reducing
the value of b by a factor of 2 every time Xk crasses Sk' If Sk remains con-
stant long enough, xk will eventualiy settle to within *e, cf it if €, s at
least as large as one-half the resolution of the DAC that produces Xk' Unce
this happens, Bk will be equal to O and the systems will stay at rest until Sk
changes again.

When Bk changes from Bk-l = 0 to efther Bk = +1 or Bk = -1, the ;sys-
tem must inject a starting value for |°k+1t since iﬁkl was 0. That is handled
by the 2Aa term which is simply a constant value selected to provide a large
enough initial slope to the Sk feedback signal when it must adjust to a step
input in Sk, so that the slew time s minimized.
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2.3.3.3.2 TSDM digitizer/reconstructor implementation*

Figure 2.19 is a block diagram of 2 tri-state video digitizer with
the receiver input and output indicated by dotted lines. B.cause th2 receiver
is only a porticn of the transmitter, it will not be discussed separately. As
shown in this diagram, the analog video signal Sk is compared with the recon-
structed analog estimate of the previous sample Xk. The analog difference Dk
is applied to the A/D converter. The hysteresis bias, or "dead zone," e, is
also applied to the analog bias input of the A/D converter. The analog error
is then sampled by the A/D unit and transformed into Bk values according to the
previously described algorithm.

The hardware block diagram illustrated in Figure 2.19 implements the
required tri-state algorithm. To provide the fastest sampling rate possible,
the various alternative computations are performed in parallel and the appro-
priate result is selected by a 4-to-1 MUX. There are two 4-to-1 multiplexers:
one for the next value of x and one for the next value of Ax. The decision
concerning which input to select is made by the output of the A/D converter Bk
and the comparator which operates on both ZAO and the output of the 2Ax register.
The implementation shown in Figure 2.19 provides the maximum amount of time for
the DAC, analog subtractor and three-state A/D converter to settle by perform-
ing ali possible calculations while they are settling, then selecting the actual
output needed. The x register input, for example, may be any one of the follow-
ing numbers: x; x+3A0, x—3A0, x+1.,5 ax, x~1.5 ax, x+0.5 ax, and x - 0.5 Ax.

Depending on the present vector B, and the preceding vector Bk-l’ the

logic and decision unit (LDU) sends the app:opriate commands to the 4-to-1 mul-
tiplexers. It also sends the appropriate add/subtract commands to the x regis-
ter arithmetic logic units (ALU's) A, B and C. To ensure that the delta modula-
tor does not "hang up" with a dead zone, the output of the Ax register is always
compared with the ZAO value. If the value of the sx register is less than ZAO,
the comparator controls the 4-to-1 multiplexers to select 2a; as the next incre-
ment. The value of 3A0 is also selected when the LDU indicates that a transi-
tion from a no-change state (i.e., constant intensity) to a change stage, i.e.,

an increase or decrease in intensity has occurred on the latest sample.

*
This implementation was carried out under a NASA contract by
Axiomatix Corporation of Los A~geles, California.
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For the receive mode, the logic implementation is the same as that
shown in Figure 2.19, but without the analog subtractor or A/D converter. As
indicated by the dotted lines, the received data stream is applied directly to
the Bk and Bk-l storage registers anc¢ the reconstructed analog video is taken
from the output of the D/A converter.

2.3.3.3.3 Run-length encoder/decoder implementation

The block diagram of the TDSM R/L encoder is depicted in Figure 2.20.
The high-speed encoding circuitry accepts the Bk values at the sample clock rate
and outputs a sequence from that sample, as shown in Table 2.3-3. The sample
clock rate is firxed. Since the encoding process produces a variable number of
bits out, depending on the samnle inputs, the data output rate of the encoder
varies.

The rotating buffer provides the necessary elastic storage between
the varying input data rate and the fixed output rate. The cutput of the FIFO,
under normal circumstances, is clocked by the transmission channel clock that
is cupplied to the TSDM from an external source. If the picture being trans-
mitted happens to encode very efficiently so that insufficient data is enter-
ing the FIFO fo replace the data being clocked out, the R/L encoder circuitry
is apprised of this by the "potential underfiow" 1ine shown in Figure 2.20.
Khen a potential underflow problem exists, the R/L encoder circuitry waits un-
til a new horizontal synchronization pulse occurs. At this time, the R/L en-
coder generates a codeword indicating the end of valid data. The rotating buf-
fer has another ocutput that indicates potential overflow. This output feeds
back to the encoding circuitry, which changes its operating mnde when the pos-
sibility of overflow occurs.

Figure 2.21 is a biock diagram of the receiver R/L decoder. It is
essentially the encoder turned around. The FIFQ provides data to the decoding
circuitry upon demand, so the output of the decoder can be a cons..nt sample
rate despite the variable-length decoding process. The elastic storage in the
receiver rotating buffer forms the other half of the elastic storage in the
transmitter. The total information stored in the two memories should vary,
roughly together, depending on how the picture data is modified by the encoding
altgorithm. The sample rate into the encoder is constant, as is the output at
the decoding end of the 1ink. The link betweer the encoder and decoder also
has a fixed rate which is somewhat greater than the sample rate in order to ob-
tain the improved picture quality of tri-state delta modulation. The actual
1ink data rate and the type of picture being scanned determine how often the
system degrades to bistate delta modulation.
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Table 2.3-3. Encoding Table for TSDM

Bk Vector T:ﬁﬂ;ﬂ:ﬁifd

+1 10

-1 11

0 01110
Two O's in a row 01101
Three 0's in a row 01100
Four 0's in a2 row 01011
Five 0's in a row 01010
Six 0's in a row 01001
Seven 0's in a row 01000
Eight 0's in a row 00

2.3.3.3.4 Extension of TSDM to NTSC color TV

In the previous discussion, TSDM was considered as a technique for
digitizing a single video signal that is presumed to be the NTSC luminance com-
ponent used for black-and-white TV transmission. Because field-sequential color
transmission utilizes a sequence of such components, as provided at the output
of a rotating color-wheel filter, the approach described is applicable without
modification for systems such as those in use today by the Space Shuttle. For
standard NTSC color TV transmission, however, the TSDM technique is applied to
each of the three color components, Y, I and Q, where Y is the luminance compon-
ent and I and Q are the chrominance components.

Figure 2.22 shows the method of handling those components, each with
its own R/L encoder. For maximum data comparison, each component should have
its own R/L encoder before multiplexing. Otherwise, since the color and lumi-
nance components do not correlate well, there is li.tle data-rate reduction for

the chrominance componen’ - when multiplexed with the luminance information.
The current breadboard for the NTSC color TSDM system requires a volume of about

5 ft3 each for the transmitter and receiver. With LSI packaging, this system may
be reduced to a volume of about 0.5 ft3.
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2.4 VLSI Utflization Potential

2.4.1 Capabilities and Limitations of VLSI Applications to

Bandwidth-Reduction Systems

VLSI (very large-scale integration) techniques are being applied to
niore electronic systems every day. The computer field, in pa-~ticular, is amen-
able to their application, and many devices have already been developed. For
example, 64k RAM chips are now on the market, with a number of alternative man-
ufacturers. Other examples of products already developed in VLSI include a two-
chip, 32-bit generalized data processor by Intel and a 32-bit CPU chip by
Hewlett Packard which is capable of operating with an 18-MHz clock. These chips
were developed several years ago, so VLSI is clearly a practical technology
whose "time has come."

Packagirg of more circuitry on on2 chip has more than one advantage.
In addition to reducing the volume required to perform a given system function,
the overall system reliability is improved. S3Specifically, because there are
fewer chips in the system, reduced interconnections between chips increase re-
liability. However, in terms of the ultimate size reduction possible through
VLSI techniques, no absolute value exists for the ratio of volume between VLSI
and previously developed systems employing SSI and MSI.

The actual size reduction depends on many details uf the system being
redesigned and how well the functions to be implemented will mesh in a few VLSI
chips. If the number of gates on a chip is used as the criteria, ratios of 10
or more are obtainable. The dividing 1ine between LSI and VLSI is generally
taken to be somewhere around 15,000 gates per chip, and some VLSI layouts have
realized 150,000 gates on one chip. A new system under development, however,
would not be amenable to the regularity of patterns, such as those in a CPU
and memory chips. Therefore, 80,000 gates per chip should be a good average,
and the ratio of chip-count reduction for motion compensation or interframe en-
coding should be about 10:1. Also, since the VLSI chip will generally require
a larger package due to the greater number of inputs and outputs to each chip,
the total volume reduction will be significantly less than the 10:1 ratio.

Since the package for a VLSI chip could easily be twice as large as
the presently used SSI/SMI/LSI chip, a rough estimate of the overall volume
reduction would be 4:1 This estimate may seem quite conservative considering
the potential gate-density increase, but a number of limiting factors combine
to lessen the potential volume reduction.
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These limiting factors include thermal and geometrical considerations as well

as propagation times. Reference [14] addresses these problems; Figure 2.23 is
from that reference. The idea represented in Figure 2.23 is that several fac-
tors converge at approximately the same practical 1imit to the realizable den-
sity of the VLSI implementation. The process of "breaking through" this density
limit will therefore require solving several problems at once. However, it must
be noted that [14] does not claim that VLS! gate densities will not improve in
the future but, rather, that a natural limit exists wnich, as it is approached,
will reduce the rate of progress.
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2.4.2 Specific Systems to be Potentially Reduced Through VLSI

In this section, we make estimates of the potential size reduction to
be realized if some of the existing systems were reduced by means of VLSI for
SS application. The two systems we consider here are motion-compensated, video-
conferencing types of systems which are compatible with our baseline data rate
of 2.048 Mbps or less. We picked these systems because they typify a ra‘ .er
complex real-time video-processing system, yet processinc has been reduced to
operational ievels in the field.

We cannot say that the processing algorithms are final for these sys-
tems. In fact, Nippon Electric Co. (NEC) feels that the potential limit of the
motion-compensation interframe encoeding has not yet been reached and, there-
fore, it is too early (at least for them) to go to .ustom-made VLSI. Such
thinking is understandc.le because, once an invesiment is made in custom-made
VLSI, the design is essentially "frozen", and no further improvements can be
realized.

Both systems to be discussed with respect to size reduction via VLSI
were developed for commercial use. They were packaged for low-cost fabrication,
ease of maintenance, and with relatively low-density packaging in order to ease
field modifications. A thorough review of each system would be required to pro-
duce a very accurate estimate of the final package size. The following estimates
were made with a rough descripticn of the systems involved; they do not repre-
sent the most accurate size estimate possible, given enc.gh time and complete
data on the present system.

2.4.2.1 VTS 1.5E System made ty Compression Labs, Inc.*

The present system weighs 460 pounds, is 25" wide by 24" deep b 1"
high and contains approximately 3,000 integrated circuits. Based on a picture
of the unit, a rough estimate is that one-third of the volume is used up by the
power supply, base and top of the cabinet, which lTeaves 25" x 24" x 34" for the
actual circuitry. Again judging by the picture, not all of that volume has
cards plugged in so that, after repackaging, the systum ought to fit in a space
2.4 ft3. It is very conceivable that the volume could drop further if 211 the
blank spaces in the picture are not, in fact, used. Since the system is a two-
way system, a one-way system for the SS would fit, after LSI'ing, in a space of
about 1.0 ft3.

¥
See Appendix A for data sheets.
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2.4.2,2 NETEC-X1TV Codec, made by Nippon Elec - Co., Ltd.*

The Nippon system is 42" high by 22" wide by 24" deep and weighs about
350 pounds. It has approximately 10,000 chips. Once again, it is a two-wiv sys-
tem, so only 3about one-half of it needs to be flown into space for SS use. Using
the same ground rules as che previous system, it should require about 1.5 ft3

once it has been repackaged and LSI'ed.

*
See Appendix A for data sneets.



48

3.0 RELATED VICEQ-TECHNOLUGY DEVELGPMENTS

In addition to the application of VLSI to SS 1V bandwidth compression,
several technonlogical developments have taken piace. Although perhaps not di-
rectly identifiatle with bandwidth compressicn, these developsents can be of
great value in assembliing an efficient system. Some of these innovations are
describad below.

3.1 CCD Cameras

The charge-coupled devices {CCD's) have progressed sufficiently to
yield extremely small and lightweight CCD cameras. However, informaticn avail-
able to us so far indicates tha* only black-and-white cameras are availablie in
CCD implementations. In addition to being small and Vightweight, CCD cameras
are compatible, at least in principle, with discrzte-sample types of signul pro-
cessing. In essenca, the CCD zamera sensor consists of an array of wultiple
light-sensitive elements arranged in rows and columns in the focal plane of
the lens. Each CCD elements consists of an analog storage device which devel-
ops and stores a voliage proportional to the 1.ght impinging on the element.
Thus, the video-image readout is performed on a dot by-dot basis and is con-
trolled by "clocking” the analog information along the horizontal and vertical
axes. This clocking determines the sampled nature of the output video signal.

The grid structure of the CCD camera mosaic appears to be ideally
suited for implementing video-image transforms directly onto tre image sensor.
Information available to us, however, indicates that such a transform implemen-
tation is rather difficult to manufacture, particularly when compared to CMOS
technology. Consequently, it appears that an approach which uses A/D conversion
of the discrete readout of a CCD camera, with subsequent digital signal process-
ing and storage using CMOS devices, is more feasible despite the in‘tial attrac-
tiveness of using CCD signals directly for video bandwidth-compression processing.

3.2 Digital TV Devices Applicability

The application of VLSI to commercial television may provide a tech-
nology which can be of potential use for SS bandwidth-compression techniques.
For example, International Telephone and Telegraph Corp. (IT&T) has introduced
several VLSI chips which will replace mos* of the circuits in modern-day color
TV sets [15]. These chips are designed for implementing "digital television."
In this case, the word "digital" is not to be confused with digital transmission
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such as that considered in this report for SS link applications. Specifically,
in a digital TV se%, the received video signal is A/U converted at the output
of the analog IF, and all of the functions presently performed in an analog
fashion are then performed in a digital format. This provides for superior
color and luminescence signal processing. Signal averaging or an interframe
basis is also realizable with the appropriate memory capability. Although not
inmediately applicable to our requiremerts, the development of these chips will
synergistically affect the bandwidth-compression technoiogy.
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4.0 SUMMARY AND CONCLUSIONS

Various existing video data-compression techniques have been considered
from the standpoint of their applicability to space station (SS) digital data
links. The emphasis was made on these techniques which are either operational
or have teen tested and verified in real-time. As the result of this study,
the following findings can be summarized:

e Good-quality, moderate-motion TV color pictures can be transmitted
at a rate of 2.048 Mbps using interframe encoding with motion compensation. The
video processor for this transmission can be packaged to within 1 ft3 using VLSI.

® For channel rates mich Tower than 2.048 Mbps, low-frame rate,
black-and-white pictures can be transmitted using hybrid codirg. The processor
value for this type of transmission is about 25 in3 using LSI.

® For reguirements where a lot of picture motion has to be accommo-
dated, delta modulation can be used provided that a channel capacity of 15-30 Mbps
is available. Depending on the requirements (i.e., color versus black and white,

resolution, etc.), the processor volume may range from 25 in3 to 0.5 ft3.

One can conclude, therefore, thst a number of verified technigues are
available for potential SS application. Implementation of these techniques for
space application will be greatly facilitated by utilization of LSI/VLSI
technologies.
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